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Abstract

We extend the work of Sutherland and Peltier (Phys. Fluids 6 (1994) 1267) and investigate numerically the three-dimensional
(3D) secondary stability of a wake forming behind a thin flat plate. The primary flow is a Kármán vortex street numerically
computed from the two-dimensional (2D) even instability of a parallel wake based on the Bickley velocity profile. Considering
the symmetries of the von Kármán Street, the 3D modes are classified into two families, whether symmetric or antisymmetric.
For each family, we determine the leading eigenmodes using a Krylov method. The growth rate curves show that both the most
unstable symmetric and antisymmetric modes are stationary and present a maximum of amplification for a wavelength of the
order of the primary vortex spacing. The maximum growth rate, corresponding wavelength and cutoff wavelength are well
predicted by the elliptic instability of the vortex core. The eigenmode structure of the most unstable wavenumber is centered
in the core and is typical of the elliptic instability. The hyperbolic instability of the braid region gives a growth rate five times
larger and a cutoff two times higher than the ones computed. As recently discussed for mixing layers by Caulfield and Kerswell
(Phys. Fluids 12 (5) (2000) 1032), this is not surprising since the hyperbolic instability applies for an unbounded hyperbolic
flow. When the region of hyperbolic flow is bounded, intense transient growth is generated, but when time goes to infinity, the
instability becomes small or even dies out. Finally, good qualitative and quantitative agreement is found with the experiments
previously done by Julien, Lasheras and Chomaz (J. Fluid Mech. 479 (2003) 155) on the secondary instability in the wake of a
flat plate for the symmetry selection, the most amplified wavenumber and growth rate.
 2003 Elsevier SAS. All rights reserved.
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1. Introduction

Wakes, jets or mixing layers have an initial velocity profile with an inflection point and are unstable to two-dimensional
(2D) perturbations (Drazin and Reid [1]). As this primary Kelvin–Helmholtz instability develops, the initial vorticity rolls
up, leading to the formation of vortices transverse to the flow. This primary state is itself unstable to a variety of either 2D
perturbations, as for example the pairing instability of the mixing layer, or three-dimensional (3D) instabilities that often lead to
the development of an array of counter-rotating longitudinal (also called streamwise) vortices and to the waviness of the primary
vortices. This secondary 3D instability was observed in mixing layers (Browand and Troutt [2], Breidenthal [3], Jimenez [4],
Bernal and Roshko [5] and others), in axisymmetric jets, where this instability led mainly to radial ejections of fluid in lateral
secondary jets (Yule [6]), in 2D jets (Monkewitz et al. [7]) and in wakes (Meiburg and Lasheras [8], Williamson [9,10], Leweke
and Williamson [11]). Two main physical mechanisms have been proposed to explain the development of these 3D secondary
flows: the hyperbolic instability of the highly strained region between vortices (see Caulfield and Kerswell [12]) and the elliptic
instability of the primary vortices due to the destabilization of Kelvin waves in the vortex core (see Kerswell [13] for a review).
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Pierrehumbert and Widnall [14] in their numerical stability analysis of the Stuart mixing layer [15] showed that the ellipticity
of the primary vortices was responsible for the development of 3D modes mostly intense in the vortex core. However, recent
stability analysis of mixing layer flows (Klassen and Peltier [16], Potylitsin and Peltier [17] and Caulfield and Peltier [18])
showed that the strong strain, in the so-called braid region separating two consecutive primary vortices, amplified perturbations
and ultimately led to the formation of the counter-rotating streamwise vortices. The present paper analyses the respective role

of the hyperbolic and the elliptic region in the stability of a numerically computed steady von Kármán street in a streamwise
periodic domain. It extends the earlier work of Sutherland et al. [19] who showed that the symmetric and the antisymmetric
modes had a similar maximum growth rate, reached at a similar value of the wavenumber. By a systematic study, we show that
the elliptic instability imposes the growth rate of the unstable mode for all longitudinal wavenumbers k, whereas the hyperbolic
instability determines the localisation of the eigenmode. This somehow surprising result is shown to be linked to the fact that
finite hyperbolic regions are responsible for intense transient growth but cannot sustain long time perturbation energy growth as
discussed in Caulfield and Kerswell [12]. The agreement with experiments validates the assumption that the interaction with the
flat plate plays no role in the 3D instabilities of the “real” spatially developing wake and that all the instability characteristics
derive solely from the local property of the flow.

2. The 2D basic flow: the Kármán vortex street

Since no exact solution of the Navier–Stokes equations modelling a Kármán street is known, the basic flow is obtained by
direct numerical simulation. Experimentally, Julien, Lasheras and Chomaz [20] showed that the velocity profiles measured at
the trailing edge of a thin flat plate are well fitted by the Bickley wake profile:

U(y)= �U − ∆�U
1 + sinh2(y/δ)

, (1)

with δ the bickley wake thickness and ∆�U the velocity defect. In the experiments, ∆�U was such that ∆�U = 0.8�U , �U being the
velocity of the free stream.

The 2D wake, issuing from the spatial evolution of this flow, is therefore characterized by two main parameters, the Reynolds
number based on the initial velocity defect and wake thickness, Re =∆�Uδ/ν, ν being the viscosity of the fluid and the Strouhal
number St = δf /�U where f is the two-dimensional frequency of the vortex street of the primary vortex sheet. The frequency f
is equal to (2π/λ2D)V , λ2D being the imposed 2D wavelength and V the phase velocity of the primary vortex. According to
the values obtained in the experiments [20], the Strouhal number is equal to St = (2π/5)δ/λ2D . Since the wake behind a thin
flat plate develops spatially very slowly, it can be considered homogeneous in space, when the secondary instability appears.
Furthermore, the trailing edge of the plate is far from the 3D mode development and interaction with boundary layers may be
neglected. This observation legitimates the use of a temporal stability analysis of a periodic flow to interpret the 3D instability
of the flat plate wake instead of the full spatio-temporal analysis of a spatially evolving flow as done for the cylinder wake by
Barkley and Henderson [21].

2.1. Computation of the 2D von Kármán street

The basic flow is obtained by a saturation of small initial perturbations of a Bickley wake profile in a streamwise periodic
domain in x, with a period corresponding to one wavelength λ2D . The evolution of the 2D velocity, vorticity and pressure
perturbations, ub(x, y, t), ωb = ωb(x, y, t)ez = ∇ ∧ ub and pb(x, y, t), are governed by the non-linear 2D Navier–Stokes
equations:

div ub = 0,
∂ub
∂t

+ Ω ∧ ub + ωb ∧ U + ωb ∧ ub = −∇
[
pb + ub · U + u2

b
2

]
+ ν∆ub,

(2)

where ν is the numerical viscosity, U =U(y)ex the parallel basic flow velocity given by Eq. (1) and Ω = − d
dyU(y)ez the basic

flow vorticity. The symmetry of the von Kármán street is imposed and the diffusion of the basic flow is compensated by a body
force (Drazin and Reid [1]). This explains the omission of the viscous term ν∆U in Eq. (2).

The integration procedure is based on a pseudo-spectral method in Cartesian coordinates with periodic boundary conditions
in the x and y directions. The x-length sets the periodicity of the von Kármán street to λ2D and the y-length is equal to 4 ∗λ2D ,
wide enough to avoid confinement effects.
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In the remaining part of the section, we will outline the main steps of the numerical method (see Brancher, Chomaz and
Huerre [22] for details and validations of the numerical code). The velocity, vorticity and pressure perturbations are expressed
in Fourier space:

[ub,ωb,pb](x, y, t)=
∫ ∫

[ûb, ω̂b, p̂b](kx, ky , t) ∗ ei(kxx+kyy)dkx dky, (3)
where kx and ky , which belong respectively to [−π/λ2D,π/λ2D] and [−π/(4λ2D),π/(4λ2D)], are the components of the
wavevector kt = (kx,ky).

In spectral space, the non-linear Navier–Stokes equations, Eq. (2), become:{kt · ûb = 0,
∂ûb
∂t

= P(kt )
[
F̂NL

] − νk2
t ûb,

(4)

where P(kt) is the projection operator on the space of the solenoidal field, P ij = δij − kikj /k2
t and where FNL is equal to

ub ∧ Ω + U ∧ ωb + ub ∧ ωb .
The advection term FNL is evaluated in the physical space. The viscous term is calculated exactly, the classical 2/3 truncation

being applied for dealiasing. Time integration is performed with the second-order finite-difference Adams–Bashforth numerical
scheme.

The value of the Reynolds number chosen for the simulations corresponds to the experiment of Julien et al. [20] Re = 220.
The Strouhal number St = 0.07 corresponds to that of the linearly most unstable even mode [23]. The numerical viscosity ν
is therefore equal to 0.013 and the 2D wavelength λ2D is equal to 2π . For the Bickley profile defined in the simulations, we
choose the one-mode of the family of velocity profiles used by Monkewitz [24] to model bluff body wakes. That means ∆�U is
equal to 2.0 and δ to 1/ sinh−1(1) in Eq. (1). The Cartesian mesh is made of 128 × 512 collocation points, that corresponds to
a mesh size in the x and y directions equal to δx = δy = 0.0491. The time step is set to δt = 0.001, which is small enough for
the convergence of the simulation and for the Courant–Friedrish–Levy condition to be satisfied.

At each step of the simulation, we impose the symmetries of the even (sinuous) mode of instability of the Bickley velocity
profile (see Drazin and Howard [23]):

[ubx,uby](x,y, t)= [ubx,−uby]
(

x + λ2D

2
,−y, t

)
. (5)

The velocity perturbations are initialized by a modulation in the x-direction of the basic velocity profile (Eq. (1)), satisfaying
the symmetries of Eq. (5):

ubx(x,y,0)= −0.01 cos

(
2π

λ2D
x

)
d

dy
U(y), (6)

uby(x,y,0)= 0.01
2π

λ2D
sin

(
2π

λ2D
x

)
U(y). (7)

2.2. The 2D Kármán street development

Fig. 1(a) shows the evolution of the perturbation energy E as a function of time on a semi-logarithm scale. The kinetic
energy E is defined by:

E =
∫ ∫

ubub dx dy, (8)

integrated over the whole computational domain.
The energy increases exponentially, oscillates and saturates, while the vorticity rolls up and ultimately leads to a steady flow,

made of two staggered counter-rotating vortices (Fig. 1(b)). These vortices are strongly deformed when interacting with their
neighbours and the total strain rate εB , computed using the total velocity field UB = ub +U, is equal to 0.14 at the vortex center
of two staggered rows. The total voticity ΩB = Ω + ωb , at time t = 1000, is plotted on Fig. 1(b). Fig. 1(c) shows the field
∆2 = ε2

B
−Ω2

B
. As we will recall in the discussion, when ∆2 is positive (in white on Fig. 1(c)), the flow is locally unstable to

hyperbolic instability and the local growth rate is equal to∆. The maximum value of ∆ is 0.47 and is reached at the hyperbolic
point of the flow marked by a star on Fig. 1(c). Conversely, negative values of ∆2 are associated with the core of the vortices
(in black on Fig. 1(c)) and are locally unstable to elliptic instability. The variation of energy beween t = 900 and t = 1000 is of
order 10−5. The basic state is stationary in a particular frame that moves at a velovity V . This velocity is precisely determined
by minimizing the total advection term FNL and V is close to 1.29.
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(a) (b) (c)

Fig. 1. (a) Time evolution of the energy for a 2D even perturbation of a Bickley wake at Re = 220 and St = 0.07; (b) Total vorticity field
ΩB = ωb +Ω corresponding to the von Kármán street obtained at time t = 1000; (c) corresponding field ∆2 = ε2

B −Ω2
B where εB is the local

strain rate. The maximum vorticity (marked by a triangle) is 0.55 and the maximum value of ∆ is 0.47 (marked by a star). The isocontours are
equally spaced. Core regions are unstable to elliptic instability and correspond to negative values of ∆2 (in black) whereas positive value of ∆2

(in white) are obtained in the braid regions, locii of the hyperbolic instability.

3. Linear three-dimensional stability analysis of the Kármán street

We investigate numerically the three-dimensional instability of the periodic wake plotted on Fig. 1(b), via a fifth order
Krylov method (Edward et al. [25]). This procedure differs from the study of Sutherland and Peltier [19] who investigated the
3D stability of the flow during the roll-up of the vorticity, whereas we added a body force to cancel the diffusion of the Bickley
profile and waited long enough for the von Kármán street to become stationary to a very high precision. In Sutherland and
Peltier [19], the growth rates of the primary and secondary instabilities are of the same order and the results are delicate to
interpret since the quasi steady approximation is not fulfilled.

The 3D Navier–Stokes equations (Eq. (9)) are linearized around the basic state which is the saturated Kármán street plotted
on Fig. 1(b), and characterized by the total velocity UB and total vorticity ΩB :

div ũ = 0,
∂ũ
∂t

+ ΩB ∧ ũ + ω̃ ∧ UB = −∇
[
p̃+ ũ · UB + ũ2

2

]
+ ν∆ũ,

(9)

where [ũ, ω̃, p̃] are the 3D perturbation fields. Since Eq. (9) is homogeneous along the z-axis, the linear perturbations are taken
under the form of normal modes:

[ũ, ω̃, p̃](x,y, z, t)= [u,ω,p](x,y, t) eikz + cc, (10)

where [u,ω,p] are the 3D eigenmode. The numerical integration of the linear Navier–Stokes equations is similar to the one
described in Section 2.1 except that now the fields [u,ω,p] are complex. The 3D eigenmode is expressed in Fourier space:

[u,ω,p](x, y, t)=
∫ ∫

[û, ω̂, p̂](kx, ky , t) ∗ ei(kxx+kyy) dkx dky. (11)

In spectral space, the linearized Navier–Stokes equations, Eq. (9), become:{
kt · û = 0,
∂û
∂t

= P(kt)
[
F̂L

] − νk2
t û

(12)

with P(kt) as defined in the discussion of Eq. (4), kt = (kx,ky,k) and FL = ũ ∧ ΩB + UB ∧ ω̃.
For this 3D study, the transverse wavenumber k is set during a simulation and the velocity perturbation field is initialized by a

solenoidal white noise. All the parameters are similar to that of the basic state computation (Section 2.2). A Krylov method [25]
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of order N = 5 is implemented to compute the five leading eigenmodes. The linearized Navier–Stokes equations, Eq. (9) may
be written symbolically as:

dũ
dt

= Lũ, (13)

where L is the linear evolution operator. The system, Eq. (13), is integrated over a long period of time until the leading

eigenmodes dominate. We save the state vectors at five distinct instants tj equal to T , T +∆T , T + 2∆T , T + 3∆T , T + 4∆T
to form the N state vectors ũj (x, y, tj) (j ∈ [1;N])}. Each vector is orthogonalized, using the scalar product associated with
the energy, yielding to an orthonormal vector base {vj (x, y, tj), j ∈ [1;N]} spanning a subspace denoted EN.

The linear evolution operator L is then orthogonally projected on the subspace EN. It becomes L′ = KT L K where K is the

matrix formed by the base {vj (x, y, tj), j ∈ [1;N]}, KT being the tranposed matrix. The 5 × 5 matrix L′ is diagonalized giving
the eigenvalues σ ′

j and the eigenvectors Φ′
j ; (σ ′

j ,Φ
′
j ) are an approximation of the five leading eigenvalues and eigenvectors

(σj ,Φj ). The error βj made on each eigenvalue σ ′
j is evaluated by the ratio βj = ‖LΦ′

j − λjΦ′
j‖/‖Φ′

j ‖.

3.1. Symmetric and antisymmetric modes

Since the primary flow is symmetric under (x, y,ΩB)→ (x + λ2D/2,−y,−ΩB), where λ2D is the period of the basic
flow, the 3D secondary instability is characterized by two different modes, where the perturbation fields have distinct symmetry
features. These 3D secondary modes are called symmetric and antisymmetric following the work by Robinson and Saffman [26]
which refers to the symmetry of the deformations in the streamwise x-direction of the basic vortex tubes (originally aligned
with the spanwise z-direction).

The symmetric mode satisfies the relations:{ [ux,uy,uz](x,y, t)= [ux,−uy,uz](x + λ2D/2,−y, t),
[ωx,ωy,ωz](x,y, t)= [−ωx,ωy,−ωz](x + λ2D/2,−y, t) (14)

and the antisymmetric mode{ [ux,uy,uz](x,y, t)= [−ux,uy,−uz](x + λ2D/2,−y, t),
[ωx,ωy,ωz](x, y, t)= [ωx,−ωy,ωz](x + λ2D/2,−y, t). (15)

Any initial perturbation decompose into symmetric and antisymmetric parts. Two sets of simulations was then performed for
each family, the symmetric and antisymmetric one, the symmetries being imposed on the initial conditions.

Because of the invariance of the basic flow UB with respect to translation in the z-direction, all the eigenmodes are defined
to an arbitrary phase eiφ . Furthermore, because of the symmetry of the basic flow previously described, all the stationary modes
(σ real with σ the eigenvalue) are associated with an eigenmode with ux and uy imaginary and uz real. In other words, uz
and uy are respectively in quadrature and in phase with ux . In terms of vorticity, this means that ωz is real and ωx and ωy are
imaginary (in quadrature). For propagative modes (i.e., σ complex) the symmetry imposes that the complex conjugate of σ is
also solution. Therefore, if the von Kármán street loses its stability with respect to a wave propagating in the positive z-direction
it also loses its stability with respect to the symmetric of this wave, propagating in the negative z-direction.

3.1.1. Growth rate curves
Even though we obtained the five leading eigenmodes by the fifth order Krylov method, we will focus in the present analysis

to the significantly unstable branches. The development and implementation of the fifth order method gives a better accuracy on
the first three leading modes. Figs. 2 and 3 show the growth rate curves of the most amplified modes (a) and their frequencies
when they are propagative (b), as a function of k, for the symmetric and antisymmetric modes respectively. The stationary
modes (σ ∈ R) are indicated by a plus and the propagative modes (σ ∈ C) by a circle.

For symmetric modes, for wavenumbers k � 0.20, all modes are stable. In the range [0.20,0.52], propagative modes are
dominant. The stationary mode which is stable for k � 0.20, becomes dominant for k � 0.52. The propagative branch shows
two local maxima, at k = 0.4 with σrmax = 0.036 and at k = 0.85 with σrmax = 0.044 and a cutoff value kc � 1.5. The maximum
growth rate is achieved for the stationary mode, denotes SI on Fig. 2(a), close to k � 1.2 with σrmax = 0.078. For k � 1.2, the
growth rate decreases monotically with the wavenumber k and vanishes at the cutoff wavenumber kc � 2.8. This damping is,
as we will argue in the following section, the manifestation of viscous effects that become dominant when the wavenumber k
increases.

For the antisymmetric modes, we see on Fig. 3(a) that two amplified stationary branches exist in the range [0,0.12]. These
two stationary branches pinch at k = 0.12 and give rise to two propagative branches, which become stable for k � 0.39. A third
stationary branch, referred to as ASI on Fig. 3(a), is unstable in the range k ∈ [0.38,2.8]. The most unstable wavenumber is
in this branch close to k = 1.2 and the growth rate is slightly higher than the symmetric counterpart with σrmax = 0.088. The
cutoff wavenumber corresponding to the stabilization of the mode is the same as in the symmetric case, i.e., kc = 2.8.
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(a) (b)

Fig. 2. (a) Growth rate σr of the unstable symmetric modes as a function of the wavenumber k. (b) Their frequencies σi which are nonzero only
when the modes are propagative.

(a) (b)

Fig. 3. (a) Growth rate σr of the leading antisymmetric modes as a function of the wavenumber k. (b) Their frequencies σi when they are
propagative and unstable.

3.1.2. Eigenmode structure for the SI branch
The previous section showed that the most unstable mode is stationary. The symmetric and antisymmetric modes behave

similarly. A detailed mode structure shows that both the SI and ASI modes present similar features. We restrict therefore the
analysis of the perturbation field to the symmetric mode SI. Figs. 4(a) and 4(b) show the perturbation in the spanwise vorticity
field ωz , corresponding to the eigenmode at k = 1.2 and k = 2.2 on the SI branch. Figs. 4(c) and 4(d) show the corresponding
total perturbation enstrophy field |ω| = |ωx |2 + |ωy |2 + |ωz|2. Because of the symmetry properties of the stationary mode,
ωz is a real field, whereas ωx and ωy are imaginary fields. For k = 1.2, the spanwise vorticity field (Fig. 4(a)) exhibits the
characteristic dipole structure of the first stationary elliptic mode described by Pierrehumbert [27]. At k = 2.2, the spanwise
vorticity field is still in the core of the primary vortices, its structure is multipolar (Fig. 4(b)) but the link with higher order
elliptic modes is only indicative. The total enstrophy fields (Fig. 4 (c) and (d)) show that the higher the wavenumber k the more
the perturbation is concentrated in the braid region on the stretched manifold of the stationary hyperbolic point. At k = 1.2, the
core of the primary vortices contributes to the total enstrophy, whereas, at k = 2.2, the perturbation is one order of magnitude
smaller in the core. The ωz field is in this case one order of magnitude smaller than the other field and one may imagine that
this is the reason why the spatial distribution is far from the elliptic instability prediction. At k = 1.2, the amplitude of the
perturbation in the core is only two times smaller than in the braid and when k increases, the core contribution fades away.
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(a) (b)

(c) (d)

Fig. 4. Transverse vorticity field wz of Mode SI. (a) k = 1.2, (b) k = 2.2. Isocontours are equally spaced. Dark corresponds to negative values of
the vorticity ωz and white colors to positive values. Local enstrophy |ω| of the stationary mode SI. (c) k = 1.2, (d) k = 2.2. Enstrophy maxima
are in white and in black the enstrophy vanishes. Isocontours are equally spaced.

4. Discussion

4.1. Comparison with local elliptic and hyperbolic theories

The maximum growth rate, the wavenumber, at which it occurs, and the associated spanwise vorticity fields are in agreement
with the elliptic instability theories, local analysis of Pierrehumbert [27] and asymptotic global analysis Bayly [28], and plug
vortex computation of Tsai and Widnall [29], that all predict a maximum growth rate close to 9/16 of the strain rate εB at the
point of maximum vorticity marked by a triangle on Fig. 1(c). The theoretical growth rate value for the elliptic instability is 0.08
which is in agreement with the computed values of 0.078 and 0.088. Similarly Landman and Saffman [30] obtained a viscous
cutoff for the elliptic instability that predicts a wavenumber value of 2.5 quite comparable with the value of kc = 2.8 presently
computed. In comparison, the growth rate predicted by the local hyperbolic instability (Caulfield and Kerswell [12]) is equal
the 0.47 value of the field ∆ at the hyperbolic point marked by a star on Fig. 1(c). The value predicted by hyperbolic instability
is more than five times larger than the computed maximum growth rate 0.078 or 0.088. Similarly, the cutoff wavenumber is
k = 6 which is two times larger that the computed one kc = 2.8.

As already commented, identification of an elliptic instability of the vortex core is confirmed by the transverse vorticity
perturbation field ωz at k = 1.2 (Fig. 4(a)) that exhibits the characteristic dipole structure of the first stationary elliptic
mode described by Pierrehumbert [27]. At higher wavenumbers, the transverse vorticity perturbation field keeps a structure
coherent with the elliptic instability, but the longitudinal vorticity perturbation becomes up to ten times more intense and gets
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localized in the positive stretching direction of the hyperbolic point. This expresses the tendency to form longitudinal vortices
in the braid region. But at this high wavenumber the growth rate is still determined by the elliptic instability and not by the
hyperbolic instability. This paradoxical result indicates that the hyperbolic region is “slaved” to the elliptic region: it amplifies
the perturbation but does not affect the growth rate. Thompson et al. [31] draw a similar conclusion; elliptic instability is
dominant for the maintenance of the Mode A instability in the wake of a circular cylinder. This is coherent with the recent paper

by Caulfield and Kerswell [12] on the nonnormality of the linearized Navier–Stokes evolution operator and transient growth in
shear flows. Finite size hyperbolic regions are responsible for intense transient growth but cannot sustain long time perturbation
energy growth. On the contrary, since particle paths are closed in elliptic region, the local or short time instability stands for
ever and imposes long time energy growth and therefore positive global growth rate.

4.2. Comparison with the experiments

Julien et al. [20] have experimentally studied the wake of thin flat plate. The primary 2D instability was forced by
modulating the lower layer flow rate in order to regularize the von Kármán street in space and time. They showed in
particular that the symmetric and the antisymmetric modes have similar growth rates, both selecting a wavenumber close to
unity, when nondimensionalized by the von Kármán street periodicity. By forcing the 3D symmetric mode they were able to
estimate both the maximum spatial growth rate 0.38 cm−1 and the corresponding maximum nondimensionalized wavenumber
λ2D/λ3D = 1.3. These results are in remarkable agreement with the present computation since both modes have a maximum
wavenumber close to 1.2. For growth rate comparisons, the spatial growth rate has to be transformed into a temporal growth
rate using the Gaster transformation (Huerre and Monkewitz [32]) that requires the knowledge of the group velocity. Here
we estimate the group velocity of the 3D perturbations by the velocity of the primary vortices since the present numerical
analysis shows that the instability is stationary in the frame moving with the vortices. In the experiment, this velocity is
about 0.85 times the fluid velocity (�U = 6.3 cm·s−1) and, therefore, the dimensional experimental temporal growth rate is
σ

exp
max = 1.9 s−1 that gives a nondimensionalized growth rate σmax = δwσ

exp
max/(0.8�U) 0.8 being the defect velocity in the

experiments and δw = 0.35 cm the thickness of the wake. This adimensionalized experimental estimate, σmax = 0.13, of the
maximum growth rate measured experimentally is of the same order of magnitude but three time larger than the one we compute
δσrmax/∆U = 0.08/(2(sinh− 1(1)))= 0.04. This discrepancy in growth rate may be due to the weakening of the instability once
the wake is formed, as already observed by Sutherland and Peltier [19].

5. Conclusion

The agreement between experiments and stability analysis of a streamwise periodic wake favours the idea that local
mechanisms rule the secondary instability of a flat plat wake (or more generally slender body wake). The leading mechanism
is the elliptic instability of the vortex cores for both symmetric and antisymmetric modes. It sets the maximum growth rate and
wavenumber cutoff. The hyperbolic point plays a subtle role in amplifying perturbations in a transient way. When triggered by
the elliptic instability of the vortex cores, the hyperbolic instability intensifies the perturbations resulting in the formation of
intense longitudinal vorticity. Longitudinal vorticity field is the most intense component of the eigenmode and is concentrated
in the stretching direction of the hyperbolic point but the growth rate is predicted by the elliptic instability of the vortex cores.
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