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Chapter 1

Introduction

1.1 An introduction to microfluidics

Since always, nature has been able to exploit the features offluid flow through structures whose

size ranges on the scale of microns to achieve transport of material. Carriage of nutrients, cells

and oxygen within blood capillaries and air breathing through the lung airflows, are only few

examples. The presence of micron sized structures in naturewhich contain and conduct fluid

flow has major consequences for life. For example, feeding mechanisms for tall trees against

gravity are possible thanks to the flow created inside their long narrow cells. These cells, filled

with a liquid medium called cytosol that carries nutrients,may reach several centimeters in length

but are only few microns in thickness. Their inner surface iscovered by thin filaments and

microtubules which move to induce fluid flow in their vicinity. Thanks to the nature of the flows

at small scales, this fluid flow near the cell surface drags thewhole bulk of cytosol thus creating

a recirculation flow that allows for the transport of nutrients [Pickard, 2003; van de Meentet al.,

2008].

In science, fluid at the micron scale has been object of an increasing attention since the

late 1980s. From this moment, inspired in the development ofthe semiconductor technology

which allowed the creation of integrated circuits, microfluidics was born holding the promise

of miniaturizing and automating the work in biological and chemical laboratories. One aim of

microfluidics is to implement all the stages of a chemical or biological test inside a single, small,

portable, reproducible and cheap device. Such a device would resemble very much a sensor

from the point of view of the user, but it would be in fact an ensemble of channels of microscopic

dimensions where reagents and catalyzers are mixed, incubated and products are separated and

detected. Such a device, integrating all the steps of a laboratory test in a single chip is usually

1



2 CHAPTER 1. INTRODUCTION

referred as Lab-On-a-Chip (LOC), or micro-Total-Analysis-System (µTAS).

Imagine for example that one wants to study the chemical reaction

A + B ⇋ C, (1.1)

whereA andB are chemical reagents andC is the product of their reaction. Traditionally, to

study such reaction one would make solutions containingA andB in fixed concentrations, bring

them together in a beaker, mix them by means of a magnetic agitator and a rotatory magnet and

analyze the products in some way or another. Making a rough estimation one would need at least

a few milliliters of each solution to perform the reaction.

In the LOC approach, instead, one would study the same reaction in a device similar to the

one schematically represented in Fig. 1.1. This device consists of a manifold of small channels

with sections specially designed to carry out the reaction (1.1) and detect the productC. The

overall dimensions of the device would be small enough as to be lifted with your fingers and it

would be able to contain a volume of fluid of the order of a fraction of a microliter.

The working mechanism of the LOC device would be esentially the following: Solutions of

A andB would be injected through inletA and inletB respectively and flow down the channels.

After meeting, both solutions would be allowed to mix in the mixing chamber for a given time

and then the mixed fluid would be sent to the section of the channel where the presence ofC is

detected.

inlet

inlet

outlet

mixing chamber

detection

A

B

C
A

B

Figure 1.1: Schematic of a LOC device.

The traditional method can be improved by the used of micropipettes and microarrays, which

allow the reduction of the used material, but anyway the LOC approach uses much less material

and equipment. Now, if we require to study a large number of variations of the reaction (1.1),

for example the effect of varying the relative concentrations ofA andB, the temperature or pH,

in the traditional method one would have to repeat the process the necessary number of times,
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with the associated consumption of material and time. The LOC approach instead would use a

modificated device, for example the one shown in Fig. 1.2, which replicates the mixing chamber

to inject a catalyst in different concentrations. In this way, using a single chip, one would be

able to perform a large set of experiments, using esentiallythe same amount of time a single

experiment would require and with little material waste.

inlet

inlet

outlet

A

B

outlet

outlet

outlet

inlet cat

inlet cat

inlet cat

inlet cat

A

B

C

catalyst

Figure 1.2: Schematic of a LOC device.

Reduction of material and time is what makes microfluidics sointeresting for fields such as

chemistry and biology. To have an idea of the large number of experiments that are involved in

the research of these fields, consider genetics. The human genome contains about 20 thousand

genes. Each gene has specific functions, usually related to synthesis of proteins, and most of

them remain unknown. The study of such a huge library of genesrequires a lot of work and it

is not likely to advance rapidly if the analytical process isnot automated and parallelized. The

development of microfluidics offers the required automation and parallelization for this kind of

process. In fact, genetics and protein analysis are very active fields that have boosted the research

in microfluidics.

1.1.1 Microchannels

One of the first LOC prototypes reported in the literature wasdeveloped by Harrison in 1992 [Har-

rison et al., 1992]. This device consisted of a network of channels micromachined in a glass

substrate which was covered by another glass plate that sealed the channels. A mixture of flu-

orophores was injected through holes drilled on one of the glass plates and driven by means of

electric fields through a long straight channel. Because of the different electric properties of the
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fluorescent molecules, they flowed through the channel at different speeds and therefore they

separated into two distinctive plugs. The goal of the devicewas to detect the fluorescence peaks

associated with both fluorophores as they flowed through the channel.

The device measured 14.8 cm× 3.9 cm× 1 cm. Its fabrication was expensive and compli-

cated because it required special and time consuming methods for carving the channels in the

glass and bonding the glass surfaces. In fact, it was constructed using the methods already avail-

able from microelectronics which were based on the glass andsilicon technology. Since then, the

materials for fabricating microchannels have evolved, leaving glass and silicon aside to embrace

polymeric materials. Relative to glass and silicon, polymers have several advantages: they are

cheaper, flexible and moldable and they can be sealed easily,both reversibly through Van der

Waals forces and irreversibly through chemical bonds.

In the late 1990s decade, a number of papers from the group of Whitesides [for a review

see Xia & Whitesides, 1998; McDonaldet al., 2000] revolutionized the field of microfluidics by

introducing a new method for microfabrication called soft lithography. This method, based on

the patterning of polymeric materials allows the construction and replication of microstructures

in a cheap and fast way, without the need of a white room. The basic steps of soft lithography

are:

1. Creation of a mask. In this step the geometry of the microchannel is conceived with the

aid of a computer software and printed with high resolution on a transparency to obtain a

photomask.

2. Construction of a mold. A resistant mold is created by lithography. The lithographic

procedure is schematically shown in Fig. 1.3: First a thin layer of a photosensitive material

(a “photoresist”) is deposited onto the substrate. Then, the layer is patterned by selectively

exposing it to a radiation source with the aid of the photomask. Finally, the surface is

etched, that is, corroded by chemicals or ions to dissolve the unexposed portions of the

photoresist and expose the pattern. The resulting structures are strong, durable and precise

and are to be used as a mold for the microchannels.

3. Replication. The mold obtained in the previous step, which contains the microchannel

geometry in relief, is used to cast a polymer called poly(dimethylsiloxane) (PDMS) which

is deposited onto the mold in a liquid state and allowed to cure for some time. Once cured,

the PDMS is peeled off the mold and sealed against a substrateto form in this way the

channels between the substrate and the polymer block. Access into the channels to inject
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substrate

photosensitive film
mask

radiation

(a) Deposition (b) Patterning (c) Etching

chemicals or ions

Figure 1.3: Sketch of the lithographic process: (a) Deposition of the photosensitive layer. (b)
Exposition of the photosensitive layer to radiation to pattern the layer. (c) Etching of the layer to
expose the pattern.

and recover the fluids is provided by holes punched in the PDMSbefore sealing it to the

substrate.

This method is particularly suited for LOC applications, since, once the mold has been cre-

ated, it allows for the rapid fabrication of a large number ofidentical microchannels. The idea

of having reproducible devices is therefore accomplished at this stage. Moreover, soft lithog-

raphy has proven to be useful for a wide range of applications, including the patterning of sur-

faces for manipulating their hydrophobicity and achievingsuperhydrophobic surfaces [Bartolo

et al., 2006; Corteseet al., 2008] and the creation of culture chambers for the study of cell

behaviour [Poujadeet al., 2007].

A top view of a particular microchannel fabricated with softlithography is shown in Fig. 1.4(a).

The block of PDMS has the channels carved in its surface and itis sealed against a glass sub-

strate. Channels are 50µm in depth, between 250 and 500µm in width and some millimeters

long. Holes have been punched in the PDMS block to allow fluid to enter and leave the channels;

the fluid is injected through tubes conecting the fluid reservoirs and the channel inlets and recov-

ered in the outlet through another tube. An image of the same channel is shown in Fig. 1.4(b),

where the glass substrate and the tubes can be observed.

1.1.2 The challenges of microfluidics

Miniaturization of the laboratory processes aims to reducing waste, costs and time. Microfluidics

responds to the need of miniaturizing the work in laboratories by the construction of devices that

correspond to the reduced equivalent of a laboratory set of equipment to carry out analyses. To

do that, microfluidics needs to deal with two fundamental tasks: the shrinking of the laboratory
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inlets

outlet

microchannel

1 mm(a)

Figure 1.4: (a) Image of a microchannel in PDMS. Tubes are plunged in the inlets and in the
outlet, allowing for the fluid to be injected and recovered. (b) Image of a microchannel. The
glass substrate and the tubes for fluid injection and collection can be observed.

processes and their integration in a single chip. The correct implementation of these points

is fundamental for the success of LOC, but miniaturization and integration are not necessarily

straightforward.

Concerning miniaturization, challenges rapidly arrive because the physical mechanisms in-

volved in the analytical processes do not necessarily scaledown favorably. For example, the

hydrodynamics of small volumes of fluids is ruled by viscosity, which imposes problems for

mixing the species of an analysis. Another example is the problem of detection. When decreas-

ing the volume of fluid the number of molecules available is also reduced, so detection becomes

a highly challenging problem. As a third problem, fluids easily penetrate all spaces of the mi-

crochannels, both due to capillarity and fluid flow. This, along with diffusion, complicates the

correct manipulation of material dissolved in the fluids: Microchannels, although constituting

a convenient platform for microfluidics, lack the necessarycompartmentalization to avoid the

dispersion of the species.

Integration is not less problematic, mainly because feedback mechanisms are inherently

present in the channel networks, so special care must be taken in the design of the LOC de-

vices for each component to function properly. For example,pressure drops in one portion of

a microchannel affect the behaviour of the entire device. Again, dispersion must be reduced to

avoid contamination between different stages of an analysis.

Dealing with these and other problems requires a deep understanding of the physical pro-
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cesses present in microfluidics. In this sense, microfluidics constitutes a platform to perform

fundamental research, since it brings out physical phenomena that do not usually appear at

macroscopic scales. For microfluidics applications, fundamental research has focused on un-

derstanding and predicting the behaviour of microfluidic systems. This is specially necessary

for extracting scaling laws that are valid in a high number ofcases. One example is the study

of the non linear dynamics of fluid interfaces present when immiscible fluids are injected in the

microchannels, which is of particular interest to describethe transport of drops and bubbles in

microchannels.

Together with this fundamental research, microfluidics efforts are often directed to the devel-

opment of new approaches to face the different steps of an analysis. In this sense, a large number

of microfluidic components have been developed to carry out specific laboratory functions in a

manner completely different from the way they are done in bench-top experiments. These com-

ponents must be able to properly work in the miniaturized environment, that is, overcoming the

limitations imposed by the physics at the microscopic scale. For example, microfluidic compo-

nents that mix the reagents of a reaction must be able to deal with viscosity dominated flows,

detection methods must be optimized to detect low quantities of molecules and fluids must be

manipulated properly to avoid their dispersion.

A particular approach to deal with the microfluidics problems is the introduction of drops.

Though in principle microchannels constitute a reasonablygood chamber to perform chemical

and biological analyses, further encapsulation is often desirable. The integration of drops as

a microfluidic component has given rise to droplet-based microfluidics (also called “digital”

microfluidics), which constitutes the basic ground for thisthesis work and that we discuss in the

next section.

1.1.3 Droplet-based microfluidics

Drops are attractive components in microfluidics because they can encapsulate, transport and

isolate reagents, cells or genes (or virtually any particle), keeping their contents uncontaminated.

One of their most important characteristic is that they allow for accurate manipulation of discrete

volumes of fluid through the manipulation of the drop as a whole. In fact, drops can be fused and

their contents can be mixed to trigger a reaction and they canconcentrate the products of a given

reaction to facilitate detection. Figure 1.5 shows examples of these uses of drops: encapsulation

[Fig. 1.5(a), [Luoet al., 2007]], fusion [Fig. 1.5(b), [Tanet al., 2004]], mixing [Fig. 1.5(c), [Song

et al., 2003]], and detection [Fig. 1.5(d), [Huebneret al., 2007]]. In that sense, digital microflu-

idics bases the implementation of all the steps of an analysis on the manipulation of drops.
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Figure 1.5: (a) Encapsulation of yeast cells in drops of agarose flowing in mineral oil inside a
microchannel. Taken from [Luoet al., 2007]. (b) Fusion of three drops inside a microchannel.
The arrow indicates the direction of the flow. Taken from [Tanet al., 2004]. (c) Mixing inside
drops in a serpentine channel. Taken from [Songet al., 2003]. (d) Detection of drops. When
observed from a fluorescence microscope, each drop appears as a weak fluorescent peak. Larger
fluorescent peaks are observed when a cell is contained in thedrop. From [Huebneret al., 2007].

Drops have another interesting feature that makes them particularly suited for parallel LOC

applications and it is their character as isolated microchambers. In fact, each drop may be con-

sidered as an individual analysis chamber to contain a separate reaction and in this way they can

be used to parallelize the work avoiding to increase the sizeand volume of the microchannel.

The success of digital microfluidics depends on the implementation of efficient drop oper-

ations for each analytical step. For this, the development of strategies for controlling drops is

fundamental at each stage, from the drop formation, passingthrough the drop transport, to the

final detection process. Now, we will briefly review three fundamental drop operations which

are relevant for this thesis: drop formation, routing of drops and mixing.
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Formation of drops

Drop formation is a process characterized by the fractioning of a stream of fluid (the “dispersed

phase”) in an immiscible carrier fluid (the “continuous phase”). During the drop formation pro-

cess the components of an analysis, dissolved in the dispersed phase, are encapsulated. Within

drops, isolation is ensured by the utilization of a carrier fluid that completely wets the walls of the

microchannel, thus creating a thin film between the walls andthe drops and therefore completely

surrounding the drops.

The success of droplet-based microfluidics depends on the ability to precisely produce highly

monodisperse emulsions of controlled size. Although untilnow the mechanisms involved in the

process of drop formation are obscure, it is known that it involves shear stresses, inertial drag,

hydrostatic pressure and surface tension. The dominance ofone or other of these forces defines

different regimes of drop formation. Regimes dominated by viscous forces are characterized by

unsteady and even chaotic drop formation [Garsteckiet al., 2005a]. On the contrary, when sur-

face tension or inertia dominate, periodic and stable drop formation cycles are obtained. In these

cases, the production of highly monodisperse emulsions hasbeen proven in microfluidic devices,

the dispersion in the drop radius ranging around 1% [Garstecki et al., 2004] at frequencies vary-

ing from a few Hertz [Funfschillinget al., 2009] to some kilo Hertz [Gañán-Calvo & Gordillo,

2001] and with controllable drop sizes [Garsteckiet al., 2006; Castro-Hernándezet al., 2009].

The most common microfluidic devices to produce drops, shownin Fig. 1.6, are the T-

junction, flow focusing and co-flowing devices. Generally speaking, these devices are based on

the separate injection of the dispersed and the continuous phase into a region of the microchan-

nel where the dispersed phase breaks up due to the hydrodynamic forcing exerted by the carrier

fluid.

In a T-junction, shown in Fig. 1.6(a), the carrier fluid flows through the main channel and the

dispersed phase is injected perpendicularly, forming a T. Drop formation occurs by segmentation

of the dispersed phase in the continuous phase. In flow focusing devices [Fig. 1.6(b)], instead,

the continuous phase and the dispersed phase converge to a constriction zone where the flows are

focused and where drop pinch-off occurs.

Drop formation in these two devices, when capillary forces largely dominate over inertial and

viscous forces, is driven by a sequence of hydrodynamic mechanisms, namely (i) an increase of

pressure due to the blockage of the continuous phase by the advancing column of dispersed

phase, (ii) the subsequent squeezing and thinning of this column by the continuous phase and

(iii) the final destabilization and breakup of the column when it becomes too thin [Garstecki

et al., 2005c]. In this regime, the reproducibility of the drop formationcycle, and therefore the
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Figure 1.6: Different geometries used for drop formation: (a) T-junction, (b) flow focusing and
(c, d) co-flowing. In coflowing devices, two regimes may exist: dripping (c) and jetting (d).

monodispersity of the drops, is ensured by the slow, quasistatic nature of most part of the pro-

cess, from the blockage of the continuous phase until just before the column breakup. Instead,

the pinch-off event is a singular, unstable and extremely fast process [Eggers, 1993]. Polydis-

perse emulsion, however, may be produced if capillarity no longer dominates over viscosity or

inertia [Garsteckiet al., 2005a]

The mechanism of drop formation in co-flowing devices differs from the other two cases. In

the co-flowing device, shown in Figs. 1.6(c) and (d), the dispersed fluid is injected inside the

carrier fluid, both fluids flowing in the same direction. Here,depending on the surface tension,

the densities, viscosities and velocities of both fluids, drop formation may occur right at the

entrance of the dispersed phase, a regime called dripping [Fig. 1.6(c)], or further downstream,

a phenomenon named jetting [Fig. 1.6(d)]. It is largely accepted that a Rayleigh-Plateau-like

instability rules the mechanisms of drop formation in both cases and that the different regimes

observed correspond to different hydrodynamic instabilities: while the dripping regime would

correspond to an absolute instability of the column of dispersed phase, characterized by a steady,

reproducible drop formation frequency and size, the jetting regime would be a result of a convec-

tive instability associated with an unsteady drop formation frequency and a higher dispersion in
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the drop size [Huerre & Monkewitz, 1990; Guillotet al., 2007; Gañán-Calvo, 2007; Utadaet al.,

2007; Herradaet al., 2008].

Routing of drops

In a complex channel network, where bifurcations, turns andintersections of channel branches

occur, the trajectory of drops is a key point to be consideredfor the success of a droplet-based

microfluidic device. Although the most obvious router existing in microfluidics are microchan-

nels themselves, the trajectory of drops within the microchannels is not always obvious, due to

the presence of bifurcations and interaction between dropsand also due to the deformability and

breakability of the drops.

Indeed, the flow of drops immersed in another fluid inside a channel is not a trivial problem

and their trajectory is a complex function of the fluids viscosities, the surface tension, the pres-

ence of surfactant molecules, the drop size and the channel geometry. In the description of the

transport of drops inside a microchannel, two regimes can bedistinguished:

1. When the concentration of drops is low enough, a simple strategy to accurately predict

the trajectory of drops inside a microchannel is to considerthe flow of the carrier fluid in

the absence of drops. This flow typically consists in a Poseuille flow [Tabeling, 2003],

characterized by a linear dependence of the flow rateQ in the pressure difference between

the ends of the channel∆p:

∆p = QRhyd, (1.2)

whereRhyd represents the hydrodynamic resistance of the channel and describes its oppo-

sition to fluid flow. Rhyd is a function of the channel geometry and the fluid viscosity.In

particular, the longer and narrower the channel and the moreviscous the fluid, the harder

it is for it to flow.

Considering the shear stress on the drop due to this flow, the movement of a drop in a

bifurcation can be predicted, as explained by Tan et al. [Tanet al., 2004]. As a general

rule, the drop will move in the direction where the flow velocity is higher, as long as shear

stresses are low enough to prevent the drop breakup.

2. When the number of drops in a microchannel is high, the effect of the drops in the flow

drives interactions between them and therefore must be considered. At first order, the per-

turbation of the flow by the presence of a drop is accounted forby an extra hydrodynamic
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resistance associated with the drop. In this sense, a drop isconsidered as a constriction

when calculating the streamlines of the carrier fluid flow. The moving drop interface,

therefore, is a source of nonlinearity which can lead to complex drop traffic due to interac-

tions between drops, as shown experimentally by several authors [Englet al., 2005; Jousse

et al., 2006; Fuerstmanet al., 2007a; Prakash & Gershenfeld, 2007]. Despite the complex-

ity of this problem, accurate predictions can be made for thedrop trajectory in this work

frame, given that drops remain unbroken and their position in the microchannel is a known

initial condition [Schindler & Adjari, 2008].

The resistance associated with a drop is a complicated function of the fluids viscosities,

the drop velocity and size, the channel geometry and the presence of surfactant. Besides

the several phenomenological expressions that have been derived for the hydrodynamic

resistance of drops and bubbles in different conditions [Fuerstmanet al., 2007b; Adzima

& Velankar, 2006; Vanapalliet al., 2009], the drop resistance can be measured, whether

directly using pressure sensors [Adzima & Velankar, 2006] or by indirect methods that

extract the hydrodynamic resistance of single drops from their interactions [Labrotet al.,

2009; Vanapalliet al., 2009].

Careful considerations on the microchannel geometry and the features of the drops allow for

a precise control of the drop trajectory using the descriptions mentioned above. This passive

framework, that is when the trajectory of drops is controlled only by the flow of the external fluid

and the hydrodynamic interactions between drops, allows for the implementation of the most

important routing functions, for example the sorting of drops based on their size, as shown in

Fig. 1.7(a) [Chabert & Viovy, 2008] or more complex functions such as the implementation of

the basic logic operations AND, OR and NOT, as shown in Fig. 1.7(b) [Prakash & Gershenfeld,

2007].

Sometimes, however, it is useful to have an active control over the transport of drops, that is to

apply external fields to modify the trajectory of drops. Although the utilization of an external field

introduces complexity to the problem, it provides a way to enhance the control in microfluidics

and to create extra functionality that cannot be achieved, or at least not easily, in the passive

framework, for example the development of sampling protocols or the sorting based on the drop

contents rather than the drop size.

Several strategies of drop routing have been developed based on the application of external

fields. Examples are the utilization of electric fields [Fig.1.8(a), [Ahnet al., 2006b]], light

[Fig. 1.8(d), [de Saint Vincentet al., 2008]], or acoustic waves [Fig. 1.8(c), [Frankeet al., 2009]].
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Figure 1.7: (a) Passive sorter. Drops containing a cell (as the one indicated by the arrow) are
larger and are recovered in upper channel. From [Chabert & Viovy, 2008]. (b) Implementation
of the logical operations AND (·), OR (+) and NOT (̄·). From [Prakash & Gershenfeld, 2007].

Figure 1.8: (a) Routing of drops using an electric field, generated with electrodes (repre-
sented by triangles). From [Ahnet al., 2006b]. (b) Routing of drops using a laser beam.
From [de Saint Vincentet al., 2008]. (c) Routing of drops using a traveling acoustic wavein
the direction perpendicular to the flow direction. From [Frankeet al., 2009].
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Mixing

Mixing constitutes a fundamental function to be implemented in microfluidics, since many types

of analysis require mixing of different components. However, the flows in microfluidics are

dominated by viscosity and therefore turbulence, which rapidly and efficiently mixes the fluids

at macroscopic scales, are absent in microfluidics. In fact,without the implementation of efficient

stirring mechanisms, mixing in microfluidics is ruled by diffusion which is a process too slow

for efficient LOC.

In viscosity dominated flows, efficient mixing relies in the creation of chaotic streamlines

which, in complement with diffusion, homogenize thoroughly the fluid [Aref, 1984]. The princi-

ple of mixing through chaotic streamlines consists in the generation of thin stripes of the unmixed

fluids, across which diffusion may take place to homogenize the sample. The repetitive thinning

of these stripes enhances the homogenization of the fluid by reducing exponentially the distance,

and therefore the time, for diffusion to take place. This principle is shown in Fig. 1.9, where

the patterning of one of the channel walls induces a transversal flow that mixes two streams of

fluid [Stroocket al., 2002].

Figure 1.9: Generation of chaotic flows inside a channel allows for the homogenization of the
fluid inside a microchannel. At the entrance, two streams areinjected, one containing a fluores-
cent dye. The fluid almost completely homogenizes 3 cm after the entrance. Taken from [Stroock
et al., 2002].

These mixing principles have been successfully applied to droplet-based microfluidics. In

fact, drops are very attractive mixing chambers. One one hand mixing inside drops can be ef-
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ficiently implemented without inducing dispersion. Also, drops can be manipulated to induce

chaotic flows inside them and this way achieve fast mixing in their small volumes.

Chaotic flows inside drops may be created in two ways. First through the circulatory flow

that naturally occurs in drops while they translate inside amicrochannel which may be controlled

by manipulation of their trajectory. This is exemplified in the Fig. 1.5(c), where drops are forced

to flow through a serpentine channel [Songet al., 2003]. During their path, an alternating circu-

latory flow is created inside the drops, which allows the mixing of their contents [Stone & Stone,

2005].

A second method to induce chaotic flows inside drops is by the application of external fields

that drive fluid flow inside the drops. In fact, external fields(eg. acoustic [Sritharanet al.,

2006], electric [Glasgowet al., 2004; El Moctaret al., 2003] and magnetic [Bauet al., 2001]

fields) have been used for mixing parallel streams of miscible fluids. However, although mixing

inside drops using external fields has been both theoretically [Ward & Homsy, 2001; Grigoriev,

2005; Vainchteinet al., 2007] and experimentally [Frommeltet al., 2008; Grigorievet al., 2006]

proven, few examples exist in the literature of digital microfluidics.

1.2 Flows at the micron scale

Before entering into the bulk of the thesis, we will briefly analyze the physical features of micron

scale flows that are relevant for microfluidics. In particular, we will discuss the characteristics of

viscous flows, which rule the hydrodynamics of microfluidics, we will compare the importance

of diffusion versus the transport due to fluid flow, which setsthe difficulty of mixing, and we will

introduce the basic capillary phenomena present in digitalmicrofluidics.

Fluid flow at the micron scale often behaves differently thanwhat we are used to in the

macroscopic world [Purcell, 1997]. Though not small enoughas to make the molecular size to

become important, fluid at the micron scale is governed by viscosity and surface forces, contrary

to flows at macroscopic scales such as the oceanic streams, atmospheric movements and pipe

flows where inertia is relevant and body forces like gravity are important.

To give an idea, imagine a microscopic organism living in a pond. Such an organism cannot

simply swim by moving back and forth their flaps (supposing ithad any flaps) because this way

it would only succeed to sway. Flows at this scale is reversible and therefore small organisms

such as bacteria needed to develop swimming strategies thatbreak the temporal symmetry in

order to move from one place to another. Another feature of fluids at the micron scale is that

force is proportional to velocity, not acceleration. Therefore, while swimming in one direction, a
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microscopic organism can stop or turn with no deceleration times. The nature of the flows makes

it also very hard for these organisms to reach for food, if they are not fast enough, since their

own movement towards the food drags the food itself away. Instead, they can quietly wait for the

arrival of food by brownian motion. Finally, for a microscopic organism the surface of the water

pond seems like an impenetrable, elastic wall.

These features are consequences of miniaturization and canbe explained by considering the

relative importance of inertia, viscosity, diffusion and capillarity.

1.2.1 Reynolds number

The flow of an incompressible fluid of viscosityη and densityρ under the influence of a body

force per unit volumef is governed by the Navier-Stokes equation:

ρ

(

∂v

∂t
+ v · ∇v

)

= −∇p + η∇2
v + f , (1.3)

wherev is the velocity of a fluid element,p is the hydrostatic pressure andt the time. The Navier-

Stokes equation is simply Newton’s second principle applied to a fluid particle. The left hand

side of Eq. (1.3) is the inertia of the fluid per unit volume, composed by the temporal change of

the velocity and the advection of fluid velocity. The right hand side of Eq. (1.3) are the forces

per unit volume acting of the fluid element, which account forthe hydrostatic pressure gradients

∇p, the viscous dissipationη∇2
v and the body forces per unit volumef , such as gravity.

To compare the importance of inertial and viscous forces, wewrite U as the typical value of

the velocity magnitude andL for the characteristic length scale over which the velocityvector

changes. Typically, the temporal scale of flow can be writtenasτflow = L/U . This allows us to

rewrite the inertial forces on a fluid particles as

finertial = ρ
U2

L
, (1.4)

and the viscous forces as:

fviscous = η
U

L2
. (1.5)

The relative importance of inertia to viscous dissipation is given by the ratiofinertia/fviscous. This

ratio is known as the Reynolds number Re= ρUL/η and is widely used in hydrodynamics since

it plays a major role in the characterization of flows. Large values of Re (Re& 103 − 104) are

typically associated with turbulent flows, since the nonlinear terms of Eq. (1.3) are dominant in
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that case. On the contrary, when Re is small the inertial terms of Eq. (1.3) can be neglected,

obtaining this way the linear Stokes equation:

∇p − f = η∇2
v. (1.6)

We can estimate the value of Re in microfluidics by taking the typical values values ofL,

which are between a few microns and some hundred microns andU which ranges between a few

microns to some millimeters per second. Taking the viscosity and density of water as typical

fluid properties (ρ = 1000 kg/m3 andη = 1 mPas respectively) we obtain Re values that range

between10−6 and 0.1. Therefore, inertial terms are negligible in microfluidics and fluid flow is

governed by the Stokes equation. Moreover, body forces can be usually neglected in most cases,

since gravitational forces are irrelevant in microfluidics.

Stokes equation, together with the appropriate boundary conditions, fully determine the state

of the flow inside a microchannel. In microfluidics, boundaryconditions must account for the

solid walls of the microchannel, which impose a zero velocity. Boundary conditions must also

reflect the way the fluid is injected to the microchannel, usually by imposing a constant flow rate

or a constant pressure difference across the channel.

Solutions to Eq. (1.6) are known as Stokes flows (or sometimescreeping flow). Stokes flows

are responsible for several features present in microfluidics and in micron scale flows in general.

In the first place, the absence of the non linear inertial terms in Stokes equation implies the total

absence of turbulence. Indeed, Stokes flows are completely laminar, which means that fluid flows

in parallel layers, without intercommunication between layers except for molecular diffusion.

Second, note that time does not interfere in Eq. (1.6), revealing both the instantaneity and

the reversibility of Stokes flows. Instantaneity refers to the fact that the state of the flow in one

moment does not depend on the initial conditions of the flow. Instead, the whole state of the flow

can be deduced from the boundary conditions. Instantaneityalso indicates that any change of the

pressure gradient reflects immediately in a change of the velocity field, without relaxation times.

Reversibility, on the other hand, means that a time reversedStokes flow also solves Eq. (1.6). In

particular, this forces the fluid to go back to its original conditions if the boundary conditions are

reversed.

It is important to note, however, that the presence of drops introduces non linearity to the

problem. Indeed, drops represent a moving boundary condition that at the same time responds to

the flow. Although the presence of drops never implies the apparition of turbulence, it does affect

the instantaneity and reversibility of the flow by inducing time dependent boundary conditions

and energy dissipation by viscous stresses.
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1.2.2 Peclet number

Diffusion is a process in which the thermally agitated molecules of the fluid collision the particles

or molecules suspended on it, driving them into movement. The diffusive movement of a single

particle consists of a random set of steps in all directions.The random nature of the diffusive

process makes it impossible to predict the trajectory of a single particle. However, the mean

distance travelled by the particle due to diffusion followsthe statistical law

< δx2 >−→ Dt, (1.7)

whereδx is the displacement,D is the diffusive coefficient andt is time. In Eq. (1.7),< · >

stands for statistical average and−→ indicates a limit for large times. Note, therefore, that

Eq. (1.7) does not describe a particle trajectory, but moreover predicts the average behaviour

of a large number of particles. Suppose that we have a container of sizeL full of water and

separated in two halves by means of a membrane; one half of thecontainer has ink dissolved in

the water. Equation (1.7) gives an estimate of the time required, once the membrane is taken off,

to homogenize the concentration of ink in the water:τdiff ∼ L2/D. This diffusion time scales

as the square of the typical length and therefore it becomes smaller if the size of the chamber is

reduced. For example, taking the value ofD for a small molecule in waterD ∼ 10−9 m2/s and

for L a typical microchannel widthL ∼ 100 µm, we obtainτdiff ∼ 10 s.

The relevance of the diffusion time in microfluidics must be related to the flow characteristics.

For example, suppose that two streams of water converge to flow along in a straight microchan-

nel, forming a T. One of the streams contains a dye dissolved on it, as shown in Fig. 1.10, and we

expect it to diffuse across the width of the channel while thefluid travels downstream. We have

seen that small molecules, such as dye, diffuse over a100 µm-width channel inτdiff = 10 s and

we wonder: During this time, how far have the molecules moveddownstream the microchannel?

Two situations can occur, represented in Fig. 1.10. Whetherthe flow is slow and the fluid is

homogenized a short distance after the entrance, or the fluidis fast and both streams travel aside

without much interchange.

We can quantify these behaviours by comparing the diffusiontime τdiff calculated above to

the characteristic time scale associated to the flowτflow = L/U , which gives the time required for

the fluid flowing at speedU to travel the same distanceL. Their ratioτdiff/τflow is known as the

Peclet number Pe= UL/D and quantifies the relative importance of advection due to fluid flow

to transport due to diffusion. If Pe is small, diffusion dominates; we have the situation shown in

Fig. 1.10(a). Conversely, for high Pe advection is dominantand the situation corresponds to the
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water water + dye water + dye

(a) low Pe (b) high Pe

water

Figure 1.10: Schematic representation of situations wherediffusion dominates over fluid advec-
tion (a) and viceversa (b).

one shown in Fig. 1.10(b)

The diffusion coefficient depends strongly on the size of theparticles. Intuitively, larger

particles diffuse slower, because, since diffusion lies inthe momentum transfer from molecules

of the fluid into the intruder particles, diffusion is less effective in displacing particles of larger

mass. This can be quantified using Einstein’s law which describes the diffusion coefficient of

spherical particles of radiusa in a fluid of viscosityη:

D =
kBT

6πηa
, (1.8)

wherekB is the Boltzmann’s constant andT is the temperature of the carrier fluid. Equation

(1.8) gives only a general estimate ofD for most molecules and particles since it does not take

into account the shape or electrical charge of the molecule.

From small molecules dissolved in the fluids to suspensions of large proteins and colloidal

particles,D can range roughly from10−9 m2/s down to10−14 m2/s. Consequently, the Peclet

number can have a large range of values in microfluidics. Depending of the nature of the fluid

and the diffusing particles, there can exist situations where diffusion rapidly homogenize the

fluids as in Fig. 1.10(a), favoring the mixing of fluids, or situations where advection completely

overcomes diffusion and species travel without noticeablydispersion as in Fig. 1.10(b). The

droplet approach of microfluidics favors mixing of the components by decreasing the lengthL

over which diffusion must act without inducing dispersion since all the components remain in

the drop.

1.2.3 Capillary number

It is important to note that, as the size is reduced, the surface to volume ratio becomes large. In

fact, volume scales asL3, while area does asL2, so the surface to volume ratio scales as1/L.
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This means that, as size becomes smaller, surface phenomenasuch as capillarity or evaporation

are important while bulk effects, such as gravity forces, are not. While evaporation is controlled

in microfluidics thanks to the confinement imposed by the microchannels and the high imper-

meability of the walls materials, capillary phenomena are inevitably present in droplet-based

microfluidics.

Surface tension

Capillarity refers to the description of an interface between two immiscible fluids. An interface is

a transition zone between both fluids whose size is of a few molecular sizes. From a mesoscopic

point of view, that is from the point of view of hydrodynamics, an interface corresponds to a

geometrical surface between two fluids. However, a microscopic description of an interface is

important to understand its properties.

Consider the molecules adjacent to an interface between twofluids. While a molecule in the

bulk interacts isotropically with the surrounding molecules through Van der Waals forces, that is

not the case for molecules near the interface which are placed in an energetically less convenient

position [Fig. 1.11(a)]. An excess of free energy is therefore associated with the presence of

an interface. In order to minimize the free energy of the system, the interface tries to use the

smallest area possible. Any increase in the area of the interface is energetically inconvenient and

can only occur at the expense of mechanical work:

dW = −γdA, (1.9)

where the coefficientγ that relies linearly the mechanical workdW and the increase of areadA

is called the surface tension and is a physicochemical property of both fluids.

Surface tension is responsible for many phenomena observedin daily life. Surface tension

makes small bubbles immersed in water to have a spherical shape, allows thin films of soap to

form soap bubbles, breaks a thread of water into drops at the outlet of a faucet and sustains

objects in the surface of a liquid even if they are denser thanthe liquid, like some insects that

“walk on the water” [Fig. 1.11(b)], for naming a few examples.

Note that the surface tension may also be defined for fluid/solid interfaces. In this case surface

tension is a relevant parameter to express the wettability of the surface, this is, the behaviour of

a volume of fluid deposited on the solid surface. In fact, three interfaces are involved in this

case: Between the fluid deposited on the surface and the solid, between the surrounding fluid and

the solid and between both fluids. A comparison between the surface tension associated to each

interface defines the wettability of the solid substrate. Itcould happen that the surface tension
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interface

(a)

Figure 1.11: (a) Schematic representation of molecular forces. (b) “Water striders”, insects that
walk on water.

between the deposited fluid and the solid is very low and it is energetically favorable to form a

film of that fluid on the solid, isolating the surrounding fluidfrom the solid. In such a case we say

that the fluid completely wets the surface. On the contrary, it could happen that the competition

between the surface tensions makes it energetically preferably to form a “bump” of the deposited

fluid on the solid surface. This is called partial wetting. Inthe case of droplet-based microfluidics

the carrier fluid must completely wet the microchannel wallsin order to form the drops of the

dispersed phase. In most cases, the hydrophobic propertiesof PDMS favor the use of aqueous

drops in organic carrier fluids.

Surface tension is often manipulated by the addition of surfactants, which are molecules that

adsorb at the interface between both fluids. Surfactants areamphiphilic molecules, meaning that

they are formed by two distinct parts, a hydrophilic head anda hydrophobic tail, as shown in

Fig. 1.12(a). In a water/oil interface the head of the surfactants molecules remains in the water

phase and the tail in the oil, which is favorable from an energetic point of view, thus lowering

the surface tension. Note that we refer to oil and water for simplicity, the same principle acts for

different mixtures of immiscible fluids such as water and gas, oil and gas or even different oils,

with the appropriate surfactants.

The lowering of surface tension due to the addition of surfactants is highly dependent on the

concentration of surfactant dissolved in the fluids [Fig. 1.12(b)]. At low concentrations there is



22 CHAPTER 1. INTRODUCTION

Figure 1.12: (a) Schematic representation of surfactant molecules. (b) Dependence of surface
tension with the concentration of surfactant.

plenty of space at the interface for molecules of surfactantto adhere and therefore the surface

tension decreases linearly as the concentration of surfactant increases. But there is a point, called

the critical micelle concentration or CMC where the interface becomes saturated. From this

point, as the concentration of surfactant increases, it is energetically more convenient for the

surfactant molecules to form micelles, which are aggregates of surfactant molecules, than to

look for an empty spot in the interface to adhere. Therefore,for concentrations of surfactant

above the CMC the surface tension only decreases slightly with the concentration of surfactant

while the concentration of micelles increases.

Surfactants are widely used in the industry for various uses: foaming agents, estabilization

of emulsions or solubilization (detergents). In droplet-based microfluidics, surfactants are usu-

ally present to avoid the fusion between drops, stabilizingtheir surface. Moreover, the use of

surfactants is useful to avoid wetting of the channel walls by the dispersed phase.

Marangoni flows

From a hydrodynamic point of view, fluid/fluid interfaces represent a boundary condition that

defines the solution of the Stokes equation. Contrary to the solid walls of a microchannel which

impose a non-slip condition for the fluid particles adjacentto the wall, interfaces are movable and

deformable. Fluid/fluid interfaces, therefore, transmit the movement imposing the continuity of

the velocity at the interface. Note that no fluid crosses the interface, so velocity normal to the
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interface can only exist if the interface moves in that direction. At the same time, an interface

trasmits the forces acting on the fluid volumes, imposing thecontinuity of the stress tensor. In

the direction normal to the interface, this condition must take into account the pressure difference

that a curved interface may sustain, as defined by the Young-Laplace equation:

pn = 2γH, (1.10)

wherepn is the pressure difference between both fluids or Laplace pressure,H is the mean

curvature of the surface andγ is the surface tension of the interface. To illustrate the meaning of

the Laplace pressure, consider a drop of radiusa flowing in a carrier fluid of viscosityη and the

normal stressσn exerted by the external flow on the drop surface

σn = η

(

∂vn

∂n

)

r=a

, (1.11)

wherevn is the component of the velocity field normal to the drop interface and∂/∂n denotes

the derivative along the direction normal to the interface.In equilibrium, this viscous stress is

compensated by the Laplace pressurepn ∼ γ/a, but if the viscous stress is too high, the drop can

deform or even break. If we takeU as the typical velocity of the flow anda as the relevant length

scale over which the normal velocity changes, we obtain thatσn ∼ ηU/a. The ratio between

the viscous stress and the capillary pressureσn/pn is known as the capillary number which is

defined as Ca= ηU/γ. For high Ca, therefore, the interface is deformed because viscous stresses

overcome the capillary pressure, while conversely, for lowCa the Laplace pressure is high and

the drop remains spherical.

Besides the normal pressure that an interface may sustain, atangential force per unit area

appears along the interface if the surface tension is not constant. This force is given by:

pt = ∇tγ, (1.12)

where∇t indicates the tangential derivative along the surface plane. This tangential force tends

to move the interface from low to high surface tension zones.

In the presence of a surface tension gradient, therefore, the interface is set into motion and

with it the bulk fluid, which is dragged by the interface. The flow induced by the surface tension

gradient is known as Marangoni convection [Schatz & Neitzel, 2001] and it is characterized

by a recirculation flow that goes, near the surface, from the low surface tension to the high

surface tension region and in the opposite direction far from the interface, in order to ensure

mass conservation.
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Surface tension gradients may appear due to gradients of surfactant concentration, but also

from temperature gradients or the presence of electric fields. In fact, surface tension is a function

of temperature, since molecular agitation alters the strength of molecular interactions. For most

systems the surface tension decreases with temperature. Moreover, the presence of electric fields

induce the formation of electric dipoles in the fluids molecules and therefore a gradient of sur-

face tension appears when an external electric field tangentto the interface is imposed [Levich

& Krylov, 1969]. The Marangoni flows due to gradients of surfactant concentration, tempera-

ture or electric potential are known as solutocapillarity,thermocapillarity and electrocapillarity

respectively.

Drops suspended on a fuid can be set to motion by the imposition of a gradient of surface

tension. In this case, circulatory flows inside and outside the drops are created which make the

drops to “swim” in the external fluid. Although creating a gradient of surfactant concentration

may be difficult, application of voltage differences and temperature gradients is usually simpler.

The most commonly used Marangoni method to induce drop movement is the set of an inhomo-

geneous temperature field, as exemplified in Fig. 1.13 [Jiaoet al., 2008].

Figure 1.13: Displacement of a drop by means of a thermal gradient. Taken from [Jiaoet al.,
2008].

Note that the presence of surfactants can reduce the gradients of surface tension that induces

a temperature gradient or an electric field by inhomogeneously covering the interface [Chen &

Stebe, 1997]. In this sense, the Marangoni flows are a result of complex competitions between

hydrodynamics and physicochemical processes.
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1.3 The objective of this thesis

1.3.1 State of the art in microfluidic manipulation

The appearance of digital microfluidics allows the creationof LOC devices that use drops as

microreactors. Successful implementation of this LOC platform requires the precise and con-

trollable handling of drops. The purely passive methods based on the geometrical control of the

fluid streamlines of the fluid that carries the drops can be extremely precise, but lacks the neces-

sary selectivity to act on individual drops and therefore cannot perform sorting of drops beyond

separation based on the drop size. For applications requiring the sorting of drops based on their

contents, or the selection of individual drops for samplingpurposes, passive methods are not

sufficient. In these cases, the routing of drops by the application of external fields is a convenient

approach that allows the implementation of more sophisticate drop sorting.

The use of external fields can present further attractive since they can be used to perform tasks

other than drop routing. In fact, external fields can be used to alter or trigger the process of drop

formation [Heet al., 2005; Xu & Attinger, 2008], merge (eg. electrocoalescence[Chabertet al.,

2005; Ahnet al., 2006a; Link et al., 2006]), split [Linket al., 2006] and detect drops [Niuet al.,

2007]. In particular, external fields allow the manipulation of the fluid inside the drop, which is

convenient to implement basic functions, such as mixing, oreven more complex functions, such

as the production of particles [Dendukuriet al., 2005; Carrollet al., 2008].

Examples of external manipulation of drops include the application of different kinds of

actuation, such as mechanical valves [Abateet al., 2009], application of electric [Ahnet al.,

2006b] or acoustic [Frankeet al., 2009] fields and optical manipulation [de Saint Vincentet al.,

2008]. Most examples reach a sorting throughput on the orderof a few kilo Hertz, which is

convenient for LOC applications, usually involved in the analysis of huge libraries. However,

only optical forcing is particularly suited for manipulation of individual drops. In fact, acoustic

manipulation is based on the generation of acoustic streaming in the bulk fluid and therefore

affects all the drops in the focus of the acoustic wave. Similarly, electric manipulation affects

all the drops present within the potential gradient. Optical manipulation, instead, based on the

utilization of laser beams focused to a spot smaller than a drop size, can achieve control over

individual drops.

In fact, laser beams have proven their ability to manipulatesmall particles with optical forces

in a technique known as optical tweezers [Ashkinet al., 1986]. Optical tweezers are based

on the difference of refractive index between the medium andthe particle and act by injecting

momentum into the particle from the deflection of light. In this way, a tightly focused laser beam,
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which constitutes an inhomogeneous three-dimensional source of light, behaves as an attractive

(or repulsive) potential. Attractive forces can hold particles of up to 10µm by the creation of

forces of up to a few piconewton, thus being useful to manipulate molecules such as proteins

and DNA fragments in steady conditions. However, in the presence of fluid flow like the case of

microfluidics, optical tweezers do not have enough strength.

This thesis is inspired in three principles relevant for microfluidics: the controlled manip-

ulation of drops by the application of an external field, the manipulation of drops as a whole,

including the manipulation of the fluid inside them and the high selectivity of laser actuation.

Specifically, this thesis is devoted to the development and characterization of an optical tech-

nology for droplet-based microfluidics, able to exert an active control over individual drops and

their contents with the aid of a laser beam. In particular, this technology allows the user to:

- Control the trajectory of individual drops inside microchannels.

- Manipulate the flow inside the drops to induce mixing of its contents.

- Tune the size of drops by forcing during the process of drop formation.

The optical tool developed and characterized in this thesisrelies on the establishment of a

thermocapillary flow inside the drop, which is driven by a strong thermal gradient induced by

laser heating of the drop surface. The thermocapillary flow exerts a hydrodynamic force on the

drop through viscous shear stresses that push it away from the laser [Baroudet al., 2007a]. This

force is able to deviate the trajectory of a drop or even to stop it as it flows in a microchannel, as

shown in Fig. 1.14.

Use of a laser beam to realize the heating has several advantages. As mentioned before, the

utilization of a laser beam allows for the precise access to individual drops since it can be focused

to a small spot. Also, contrary to heating based on microheaters, the application of laser heating

does not require any particular fabrication process and therefore this technique is portable and

easy to implement. In this sense, the use of a laser, contraryto the application of electric and

acoustic fields, does not necessarily introduce complexityto the system. Lasers are widely spread

and the laser power needed for the implementation of the thermocapillary force on one drop is on

the order of 100 mW, that is, the power of a standard CD-RW burner, thus making this technique

a cheap one. Finally, laser heating occurs thanks to absorption of the radiation and therefore can

be optimized by the use of an appropriate wavelength or the addition of absorbing dyes.
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laser off

laser on

laser t = 0 - 4.8 s t = 5.4 - 7 s

t = -1.4 - -1.2 s t = 0 - 0.16 s t = 0.5 - 0.7 s

t = -1.4 - -1.2 s

Figure 1.14: Images showing the stopping of a drop with the optical tool of this thesis. In the
upper row, no laser forcing is exerted and the drop travels through the channel section at constant
speed. In the lower row, the laser forcing is activated. As the drop hits the laser beam, Marangoni
recirculation flows appear inside and outside the drop; the inner recirculation is observed with
the aid of fluorescent beads. The drop remains stationary during more than seven seconds and
is only released when pushed by a subsequent drop. The legends indicate the time with respect
to the moment that the interface passes through the laser position. The scale bar corresponds to
200µm.

1.3.2 Outline of the thesis

The characterization of the optical tool starts with a studyof the laser heating in Chapter 2. For

that, the heating of a thin aqueous layer due to the absorption of the laser beam is character-

ized experimentally and numerically. Although the characterization of the heating is done in the

absence of fluid flows and in a different geometry than the experiments performed inside mi-

crochannels, the results may be extended to more complex systems by taking into account the

heat advection by the flow and the heat dissipation in the microchannel walls. The results of

Chapter 2 allow us to estimate the heating by the laser beam inour experiments on a few tens of

degrees Celsius, concentrated within a zone of radius of approximately 25µm.

Chapter 3 describes both the physical mechanisms involved on the laser-induced force on

the drops and the transient and steady features of this force. The physicochemical mechanisms

behind the creation of the force originate in an increase of surface tension in the region heated

by the laser. This opposes the decreasing dependece of surface tension with the temperature and

is explained by a redistribution of surfactant molecules. In particular, surfactant molecules are

ejected from the heated zone, thus increasing locally the surface tension. The increase of surface

tension drives a Marangoni flow along the drop interface which is directed towards the laser

position. The shear stresses produced by the external fluid on the drop interface are responsible

for the net force exerted on the drop. Moreover, we deduce that the confinement produced by

the microchannel walls is fundamental for the developementof the force, since most of the

shear stress is produced in the thin films of the continuous phase fluid that exist between the
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microchannel walls and the drop.

With respect to the features of the force, we show measurements of the maximum net force

exerted on the drop, which is on the order of 100 nN and dependson the magnitude of the

thermal gradient. From observations of the temporal evolution of the Marangoni flows as the

drop reaches the laser, the development of the force is foundto depend on the dynamics of

heating. Specifically, we find that the time scale over which the force is developed corresponds

to the time necessary to heat the surface. In this way, drops that travel too fast do not allow for

the establishment of the necessary thermal gradient and cannot be stopped.

In Chapter 4 we explore the potential applications of the laser tool for controlling drops in

microfluidics. In particular, we use holographic tools to dynamically change the laser beam

into several spots or even into continuous line patterns of light, multiplying the positions and

times where laser forcing is exerted. In this way we demonstrate that, while still performing

individual manipulation of drops, this manipulation can beexpanded independently to several

drops simultaneously. To exemplify this, we perform two microfluidic functions: routing of

drops and storage of drops. In the first function we alternatively send drops in one of the three

ways of a trifurcation. This, together with some method of detection constitutes a sorter of

drops and could be particularly useful in parallel LOC applications. The second function allows

the observation of a single, or several drops that are kept stationary in the microchannel, while

subsequent drops are deviated. Storage of drops allows the sampling of drops or the realization

of analyses with long reaction times.

The possibility of manipulating the inner drop flow with the laser beam is demonstrated in

Chapter 5. Here, the Marangoni flow induced inside the drop bysolutocapillarity is used to

achieve the mixing of the contents of the drop. For that, we impose a temporal modulation of

the laser heating by switching the laser between two positions. This is enough to drive a chaotic

flow inside the drop, which therefore mixes efficiently the drop contents.

Finally, Chapter 6 explores a different functionality of the laser beam beyond the Marangoni

flows. Here, the laser heating, whose power is sinusoidally modulated, is used to locally vary

both the surface tension and the viscosity of the dispersed phase, thus inducing a periodic pertur-

bation in a co-flowing drop formation. We show that, in the jetting regime, the flow synchronizes

to the frequency imposed by the laser perturbation, which therefore allows the tuning of the fre-

quency of drop formation and of the drop size. In this way, thehigh dispersion in the drop size

inherent to the jetting regime is reduced and the formation of monodisperse drops is achieved.



Chapter 2

Time-resolved temperature rise in a thin

liquid film due to laser absorption

Article appeared inPhysical Review E, 79, 011201, (2009)

2.1 Introduction

Laser radiation offers a useful technique to heat an absorbing sample in a localized way. In-

deed, since a laser beam can be be focused to its diffraction limit, it can be used to inject energy

at scales that are difficult to reach with other techniques, without requiring any specific micro-

fabrication such as electrode deposition. Examples of applications where such heating has been

applied include the evaporation of contaminants [Fushinobuet al., 1996], the study of Marangoni

flows [Da Costa, 1993], the measurement of media properties such as small absorbancies [Gor-

donet al., 1965] and Soret coefficients [Rusconiet al., 2004], the study of cell processes [Rein-

hardtet al., 2007] and of material properties under high pressure and temperature conditions in

diamond anvil cells [Ming & Bassett, 1974]. However, heating can also appear as an undesirable

side effect in optical manipulation studies [Maoet al., 2005].

Recently, laser-induced heating was used to provide activecontrol over droplet evolution

in microfluidic channels, through the local manipulation ofsurface tension between water and

oil [Baroudet al., 2007a]. In these studies, a laser was focused through a microscopeobjective

onto the surface of a water drop in order to locally vary the interfacial tension and thus create a

Marangoni flow. The net force due to this flow provides a way to control drop formation, routing,

fusion, and division [Baroudet al., 2007b].

The potential usefulness of the laser heating is limited in two ways. First, it is important

29
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to quantify the dynamics of the temperature increase; even though miniaturization leads to a

reduction of the thermal inertia and a shortening of the characteristic heating time, this time

often needs to be compared with other short times, such as thetime for the drop interface to pass

the laser position in the example of microfluidic drop control.

Second, many applications, such as thermophoresis or thermocapillarity, depend on the tem-

perature gradient rather than the temperature itself, making it important to know the size of the

region that is heated by the laser. Indeed, although the heating is localized, the width of the hot

region is expected to be larger than the size of the laser waist. Moreover, in practical applications

of microfluidics or optical traps the temperature rise in theliquid can damage some biological

samples or skew chemical measurements inside the microfluidic droplet.

In what follows, we concentrate on the heating of a thin liquid layer by a continuous wave

laser that is focused to a small spot inside the sample. The presence of the top and bottom

solid boundaries plays a fundamental role in the heat flux in our geometry, contrary to the as-

sumptions in the existing work on the subject which addresses a localized heating in an infinite

medium [Gordonet al., 1965; Carslaw & Jaeger, 1959; Liuet al., 1995; Petermanet al., 2003;

Mao et al., 2005]. Fluorescence measurements of temperature providespatially and temporally

resolved temperature fields [Sakakibaraet al., 1997; Zondervanet al., 2006; Rosset al., 2001]

and we correct for thermally induced migration by developing a method based on two different

fluorophores. This allows us to explore higher temperature ranges than in previous work [Duhr

& Braun, 2004]. Finally, the experimental results are augmented by numerical solutions of the

heat equation, which provide a way to explore different wallmaterials and layer thicknesses.

Below, we begin with a description of the experimental setupand method, followed by a

theoretical treatment of the problem in Section 2.3. The results of Section 2.4 are divided into

three parts, first describing the dynamics of the temperature rise in the transient regime, followed

by the steady state spatial distribution, and finally by the results of the numerical simulation. The

discussion summarizes the results and comments on their utility for predicting the temperature

field in specific cases.

2.2 Experimental setup

The experimental setup consists of an inverted microscope (Nikon ECLIPSE TE2000-U) with

epi-fluorescent illumination from a metal halide lamp (ExfoX-Cite 120), as shown in Fig. 2.1(a).

An infrared laser beam of wavelengthλ = 1480 nm is collimated to a parallel Gaussian beam

whose radius is measured atω1 = 2.2 mm. The laser is focused inside the sample through the
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Table 2.1: Thermal properties of the materials at room temperature. The material properties can
vary with temperature.

Diffusivity χ Conductivityκ Absorption coefficientα
Water 1.3 × 10−7 m2/s 0.54 W/m K 2354 m−1

Glass 8.5 × 10−7 m2/s 1.38 W/m K 39.3 m−1

PDMS 1.4 × 10−7 m2/s 0.18 W/m K 14.3 m−1

microscope objective (Nikon, Plan Fluor 10x/0.3) of focal lengthf = 20 mm to a Gaussian spot

whose waist can be calculated, using Gaussian optics, to beω0 =
√

nω2
1/[1 + (Z1/f)2]. Here,

n = 1.5 is the refractive index of glass andZ1 = πω2
1/λ, which yieldω0 = 5.3 µm. The laser

powerP0 is measured at the sample position through a single glass slide and spans the range 10.5

to 132.8 mW.
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Figure 2.1: (a): Experimental setup. (b): Lateral view of the sample (not to scale).

At this wavelength, part of the optical power is absorbed by the water, while the solid walls

absorb almost none, as shown by the absorption coefficientα of Table 2.1. This table also lists

the thermal diffusivityχ and thermal conductivityκ for the three materials that will be discussed

below.

Fluorescence images are recorded using a fast camera (Photron Fastcam 1024 PCI), triggered

by the same external signal as the laser, taking images at 500frames per second (fps). For each
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measurement, 50 images are recorded before the laser is switched on and averaged to be used

as a room temperature background. The fluorescence of the heated sample is then followed by

recording 500 images after the trigger signal. The imaged region is a 1.74× 1.74 mm square.

The spatial resolution of our measurements (1.7 µm/pixel) is given by the microscope objective

and the number of pixels on the camera sensor. The temporal resolution, on the other hand, is

limited by the sensitivity of the camera sensor, which dictates the maximum frame rate that can

still yield sufficient contrast between the hot and cold regions. For our conditions, this time is

2 ms.

The sample, sketched in Fig. 2.1(b), consists of 200µL of a fluorescent aqueous solution

confined between two glass slides of diameter2a = 76.2 cm and thicknessH = 1 mm. A ring

of a photoresist (SU-8 2035, Microchem) of inner diameter 13mm (not shown) is patterned on

one of the glass slides by lithography and forms the chamber which contains the solution and

prevents its evaporation. The height of the ring,2h = 28 µm, was measured using a contact

profilometer. Finally, a 150 g weight is set on the upper glassslide to squeeze out the excess

solution and seal the chamber. The resulting thickness of the liquid is small compared to the

absorption length of the water (425 µm), so that the Beer-Lambert law for laser absorption can

be approximated by its linearization. The thickness is alsosmall compared to the Rayleigh zone,

LR = πω2
0/λ ≈ 130 µm, which defines the distance over which the beam can be considered

focused. The laser can therefore be considered divergence-free over this length.

2.2.1 Fluorophore solutions

Two different solutions are used in this study: the first is a Rhodamine B (Rho B) aqueous solu-

tion (Reactifs RAL, MW = 479.02, 50 mg/L in 50µM HEPES buffer, pH = 7), whose fluores-

cence quantum yield (emitted quanta per absorbed quanta) decreases with temperature [Karstens

& Kobs, 1980; Casey & Quitevis, 1988], and whose fluorescencevariation can be calibrated

over a wide range of temperatures [Rosset al., 2001]. The second is an aqueous solution of

Rhodamine 101 (Rho 101) (Fluka, MW = 490.59, 30 mg/L in 50µM HEPES buffer, pH = 7)

whose fluorescence quantum yield is virtually independent of temperature [Karstens & Kobs,

1980; Sakakibaraet al., 1997; Marcano & Urdaneta, 2001]. The two molecules are similar and

have a similar size, the main difference being the presence of diethylamino groups in the Rho B

molecule, whose rotational freedom makes its quantum yieldsensitive to temperature [Karstens

& Kobs, 1980].

The calibration of the fluorescence dependence of the Rho B solution on temperature is done,

in the absence of the laser beam, by placing a 150 mL beaker of hot water on top of the glass
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slides. Thermal contact between the reservoir and the sample is provided by a layer of water,

which allows us to consider that the sample temperature is the same as the beaker’s. The temper-

ature of the water reservoir is monitored as it cools down from 80°C to room temperature. For

every 1°C step, thirty images of the sample are taken at a frame rate of 500 fps and normalized

by an image taken at room temperature, to correct for inhomogeneous illumination. The fluo-

rescence dependence on temperature is obtained as the spatial and temporal mean value over the

thirty images, which is then fitted with a quadratic function, as shown in Fig. 2.2. Note that the

sample temperature is shifted to lower values with respect to the monitored temperature due to

heat transfer into the surrounding air at room temperature,the shift being higher at higher tem-

peratures. This fact is estimated using a convection heat transfer model [Incropera & De Witt,

1985] due to natural convection in the air and produces the error bars shown in Fig. 2.2.
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Figure 2.2: Temperature calibration of the Rho B solution fluorescence.

2.2.2 Thermophoresis correction

When the laser is turned on, a decrease in fluorescence intensity around the laser focus is ob-

served for both solutions. The details of the decrease, however, differ for the two dyes: In the

case of Rho 101, the dark central spot is surrounded by a bright ring at a radiusr ≈ 50 µm, as

shown in Fig. 2.3(a). At later times, the dark spot continuesto become darker even after one sec-

ond of heating [Fig. 2.3(b)]. Simultaneously, the ring expands and becomes less bright, in such

a way that the total intensity, defined as the intensity integrated over the whole image, remains

constant as a function of time [Fig. 2.3(c)].
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The azimuthal average of the Rho B solution, plotted in Fig. 2.3(d), displays a stronger de-

crease than in the former case and no evidence of a bright ringis present. Furthermore, the

fluorescence at the laser location initially decreases muchfaster, followed by a slower evolution

[Fig. 2.3(e)]. Finally, the total fluorescence intensity ofRho B is not conserved, as shown in

Fig. 2.3(f), although the total fluorescence intensity returns to its initial value once the laser is

switched off.

Since the Rho 101 fluorescence quantum yield is not sensitiveto temperature, the dark spot

is solely due to a decrease in the concentration of dye molecules. This migration of molecules

is due to their diffusion down the thermal gradient, an effect known as thermophoresis, ther-

mal diffusion or Soret effect [Duhr & Braun, 2004, 2006b]. This is further confirmed by the

conservation of the total intensity, indicating that molecules have been redistributed through the

sample, the bright ring corresponding to a radial accumulation of the molecules repelled from

the high temperature region (“hot spot”). In the case of Rho Bthe fluorescence decrease is in

part due to the temperature dependence of its quantum yield,with thermophoresis responsible

for an additional decrease in fluorescence at a slower timescale.

Since thermophoresis cannot be avoided in the presence of inhomogeneous thermal fields,

the method we employ takes advantage of the similarity in size between the two Rhodamine

molecules to correct the temperature and concentration dependence in the Rho B images by the

strictly concentration dependence for the Rho 101. To that end, the same heating experiment

is repeated using the two solutions and images are recorded with the same frame rate. The

concentration variation is obtained from the Rho 101 images, which is then used to normalize

the Rho B image at each time step. In this way, temporally and spatially resolved temperature

profiles are obtained.

2.3 Theory

The theoretical description of the heating of a medium by absorption of a laser beam has been ad-

dressed by several authors in the past. The first analytical description was developed by Carslaw

and Jaeger in 1959 [Carslaw & Jaeger, 1959], who solved the heat equation for an infinitely ex-

tended opaque medium, heated by a Gaussian laser beam, usinga Green’s function method. The

result was later extended in 1965 by Gordon et al. [Gordonet al., 1965] for an infinitely long

cylinder. However, neither formulation takes into accountthe presence of top and bottom bound-

aries which play a major role in dissipating the heat. For this reason, the temperature increase

predicted by both formulations highly exceeds our measurements.
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Figure 2.3: (a) and (d): Radial fluorescence profiles after 1 sof laser heating withP0 = 76.4 mW
for the Rho 101 and Rho B solutions, respectively. (b) and (e): Fluorescence intensity atr = 0
as a function of time for the Rho 101 and Rho B solutions, respectively. (c) and (f): Total
fluorescence intensity as a function of time for the Rho 101 and Rho B solutions respectively.
The fluorescence intensity is measured in arbitrary units.
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More recent work describes the heating caused by the highly focused laser beams used in

optical traps [Liuet al., 1995; Petermanet al., 2003; Maoet al., 2005]. Again, the effects of

the boundaries are neglected, this time based on the fact that the laser absorption is produced

in a spherical region of the size of the laser focus. For the high numerical aperture optics of

optical traps, this is typically of the order of 1µm, much smaller than the size of the chamber. In

our system, however, the size of the heated volume is comparable to the chamber thickness and

therefore a different model is necessary to describe the laser heating.

Consider a liquid layer, of thermal conductivityκ and thermal diffusivityχ, contained be-

tween two solid walls of thermal conductivityκs and diffusivityχs, as sketched in Fig. 2.1(b).

The absorbing liquid is heated by a laser beam, focused atr = 0, whose intensity follows

a Gaussian distributionI(r) = 2P0/πω2
0 exp(−2r2/ω2

0). The total absorbed laser power is

Pin = 2αhP0, whereα is the absorption coefficient of the medium at the laser wavelength. The

whole system is immersed in a thermal bath at room temperature. Sincea ≫ ω0 andH ≫ 2h,

the temperature rise is negligible at the lateral boundaries, r = a, and at the outer limits of the

walls,z = ±(H + h).

The elevation of temperature in the fluid,T , is described by the heat equation with a heat

term q̇ due to the laser absorption [Carslaw & Jaeger, 1959; Gordonet al., 1965; Rusconiet al.,

2004]:

∂T

∂t
= χ∇2T +

χ

κ
q̇, (2.1)

q̇ ≈ αI(r), (2.2)

completed by the boundary conditions which account for the temperature and heat flux continuity

at the fluid/solid boundary:

T (r, z = ±h, t) = Ts(r, z = ±h, t), (2.3)

κ

(

∂T

∂z

)

(r,z=±h,t)

= κs

(

∂Ts
∂z

)

(r,z=±h,t)

, (2.4)

where the subscript “s” indicates the values in the solid. The external temperature is assumed

fixed. As Eqs. (2.3) and (2.4) suggest, the temperature fieldsin the liquid and solid are cou-

pled and one cannot be solved without the other. This system is easiest solved using numerical

simulations, as done below in Section 2.4.
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2.4 Results

2.4.1 Dynamics of the temperature increase

Three experimental depth-averaged temperature profiles are shown in Fig. 2.4 for an absorbed

laser powerPin = 4.5 mW and times corresponding to 2, 4 and 16 ms after the laser is turned on.

The temperature in the fluid rises nearly 50°C in a few milliseconds while the hot spot becomes

wider. However, the temperature increase remains less than1.7°C at radii larger than 200µm.

The experimental data were accurately fit by a Lorentzian curve:

T (r, t) =
Θ(t)

1 + [r/σ(t)]2
, (2.5)

with two fitting parameters:Θ(t), which corresponds to the temperature increase at the laser

location, andσ(t), which is the half-width at mid-height of the profile. This form of the temper-

ature field agrees with those published in [Duhr & Braun, 2006a], although the laser powers are

much larger here.
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Figure 2.4: Evolution of the radial temperature profile. Thelaser power isP0 = 76.4 mW, which
corresponds to an absorbed power ofPin = 4.5 mW.

The evolution ofΘ(t) andσ(t) is shown in Figs. 2.5(a) and (b) respectively.Θ(t) increases

rapidly, reaching its maximum value,Θ∞, within 10 ms. In contrast,σ(t) exhibits a fast increase

at small times followed by a slower evolution, still slowly increasing after 1 s of laser heating.

This increase is small, however,σ(t) remaining around a value of 20µm. For practical purposes,

we will consider the steady state to be reached after 0.5 s of laser heating. It should be noted

here that a slight difference between the thermophoretic behaviors of the two dyes may induce an

error in the temperature field measurement that would be reflected in an unsteady value ofσ(t).
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Figure 2.5: (a)Θ(t) for Pin = 4.5 mW. The dashed line indicates the maximum temperature
increaseΘ∞. In the inset the firsts 40 ms are shown, and the solid line corresponds to a linear
fit of the first points. (b)σ(t) for the same data. The dashed line indicates the value ofσ∞. The
inset shows the firsts 100 ms. (c)Θ̇ as a function ofPin. (d) τΘ as a function ofPin. The dashed
line indicates its mean value.

The heating ratėΘ is arbitrarily defined as the slope of a linear fit ofΘ(t) for t ≤ 6 ms [see

inset of Fig. 2.5(a)].Θ̇ increases with laser power, as seen in Fig. 2.5(c), meaning that the rate

of the temperature increase at the origin is larger for larger laser powers. Furthermore, a thermal

time can be extracted from this heating rate asτΘ = Θ∞/Θ̇. This time scale measures the time

necessary to reach the maximum temperature at the laser position. It is independent of the laser

power, with a mean value〈τΘ〉 = 4.2 ms, as shown in Fig. 2.5(d).

Note that it is the gradient of temperature that determines thermocapillary effects. It is

interesting therefore to measure the evolution of the gradient as a function of time. From

the Lorentzian fit, the maximum thermal gradient occurs at a radiusσ(t)/
√

3 and its value

−3
√

3 Θ(t)/8σ(t) is plotted in Fig. 2.6. Indeed, the fast rise of the central temperature leads

to a high value of the gradient at early times, which then asymptotes to its long term value as the

hot spot spreads. The time to reach the maximum temperature gradient is well described by the
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timeτΘ for all laser powers. ForPin = 4.5 mW andt = 4 ms we findσ = 10 µm andΘ = 37°C,

yielding a maximum thermal gradient of -2.4°C/µm.
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Figure 2.6: Evolution of the maximum thermal gradient afterthe laser is turned on, for an ab-
sorbed powerPin = 4.5 mW. The gradient reaches its maximum absolute value att = 4 ms.

2.4.2 Steady state

Next, we consider the depth-averaged temperature field at late times,T∞(r), which was com-

puted by averaging the temperature distributions between0.5 < t < 1 s. An example is shown

in Fig. 2.7(a) for an absorbed laser powerPin = 4.5 mW. Again, the steady state radial profile

is fitted by a Lorentzian curve that gives the temperature increase at the centerΘ∞ and width

σ∞ of the hot spot as a function ofPin. Figure 2.7(b) shows that the amplitudeΘ∞ ranges from

10°C forPin = 0.68 mW to 55°C forPin = 5.9 mW, before decreasing again at higher laser

powers. This nonlinear behavior is accompanied by a non-monotonic increase of the steady state

width of the hot spotσ∞ as a function ofPin, as shown in Fig. 2.7(c).

Note that the temperatures that are measured near the laser location forPin > 4 mW are

outside the calibration range of Fig. 2.2. However, the values plotted in Fig. 2.7(b) are obtained

from the fit over the whole temperature profile rather than actually observed at the spot center in

the experiments. Since the profiles are well described by theLorentzian curve, we assume that

the values that are plotted correspond to the real physical temperatures.

Finally, the thermal energy∆E stored by the sample, defined as

∆E = 2h
κ

χ

∫ a

0

T∞(r)2πrdr, (2.6)
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Figure 2.7: (a) Circles: Radial temperature profile after 0.5 s of laser heating atPin = 4.5 mW.
Solid line: Lorentzian fit. (b)Θ∞ as a function ofPin. (c) σ∞ as a function ofPin. (d) ∆E as a
function ofPin (circles) and linear fit (solid line). For (b)–(d), the errorbars here were calculated
as the standard deviation of the data for all the time steps between0.5 < t < 1 s.

was calculated by integrating the experimental temperature profiles.∆E was found to increase

linearly with the absorbed laser powerPin [Fig. 2.7(d)], even in cases when the maximum tem-

perature decreases. Indeed, the decrease in the value of thetemperature near the laser focus is

balanced by an increase in the size of the hot region in such a way that the total energy remains

linear with the power. The slope of∆E(Pin) can be interpreted as a measure of the time required

to reach a heat flux equilibrium between the injected energy and the heat dissipation into the solid

walls, and therefore characterizes the time scale of establishment of the steady state. We measure

this time asτ = 27 ms, in good agreement with the time taken for the temperaturegradient to

reach its steady value (Fig. 2.6) and for the temperature profile to reach its final width, as shown

in the inset of Fig. 2.5(b).
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2.4.3 Numerical simulations

The system of Eqs. (2.1)–(2.4) was solved numerically usingfinite element commercial software

(COMSOL Multiphysics). The values extracted from the simulations were compared with the

experimental results, as shown in Fig. 2.8. Quantitative agreement is observed for low heating

powers (Pin < 2 mW) for the maximum temperature increase [Fig. 2.8(a)], forthe shape of

the radial temperature profile [Fig. 2.8(b)], and for the evolution of the temperature increase at

the laser positionΘ(t) [Fig. 2.8(c)]. This agreement breaks down at higher powers,with the

simulations producing higher temperatures. Moreover, thewidth of the calculated temperature

profiles remains almost constant at about 10µm, therefore failing to account for the broadening

of the profile that is observed in the experiments. However, the calculation of the total stored

energy yields a good agreement between the experiments and simulations for all laser powers

[Fig. 2.8(d)].

The good agreement between the measurements and the numerical simulations at low laser

powers suggests that the numerical calculations can be usedto describe the heating for different

values of the parameters. The values ofΘ∞ and of∆E are shown as a function of the laser

waist and the depth of the liquid film in Fig. 2.9(a)–(d). While the temperature increase is very

sensitive to bothω0 andh [Figs. 2.9(a), (b)], the thermal energy depends only weaklyon ω0

[Fig. 2.9(c)], but strongly onh [Fig. 2.9(d)].

These results may explain the discrepancy between the measured and simulated temperature

profiles, which disagree in the value ofΘ∞ while the total energy shows good agreement. This is

coherent with a widening of the laser spot in the experiments, which may be due to the creation

of a diverging thermal lens in the lower glass slide as its temperature rises [Gordonet al., 1965].

Such a thermal lens would depend on temperature, which accounts for the increasing discrepancy

at high laser powers. Evidence of the existence of this thermal lens can be seen when the sample

is viewed with transmitted white light; the location of the laser appears darker than the rest,

indicating that the material acts to diverge the light.

Finally, the numerical method is used to calculate the temperature increase in a layer of wa-

ter enclosed between one glass slide and one PDMS wall, such as in the case of a microfluidic

device [Baroudet al., 2007a,b]. The value of the thermal conductivity for PDMS is significantly

lower than the value for glass (see Table 2.1) implying that heat will be evacuated less effi-

ciently in the PDMS wall. Consequently, the temperature increase is higher and more extended

in this case, as shown in Fig. 2.9(e). However, the time scalefor the increase ofΘ(t), shown in

Fig. 2.9(f), is not significantly modified by the different boundary conditions.
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Figure 2.8: Comparison between the experimental and the numerical results. (a)Θ∞ as a func-
tion of Pin. (b) Experimentally and numerically obtained radial temperature profilesT∞(r) for
Pin = 1.3 mW (circles and solid line respectively) andPin = 4.1 mW (stars and dashed line).
(c) Θ(t) for Pin = 1.3 mW. The circles correspond to the experimental measurements and the
solid line to the numerical simulation. (d)∆E as a function ofPin obtained by the experiments
and by the simulations.

2.5 Discussion

The establishment of a temperature profile by laser heating takes place over several time scales.

The fastest one corresponds to the central laser region reaching its final temperature, which also

sets the time required to reach the maximum temperature gradient. This time scale is independent

of the laser power and is measured atτΘ = 4.2 ms in our experiments. Later, the establishment

of the width of the Lorentzian profile occurs over a longer time which is associated with the

diffusion of the heat into the solid walls; this time will vary with the material properties, although

it is also independent of laser power. In our experiments, wemeasureτ = 27 ms.

The profile is well described by a Lorentzian curve and the experiments display a non-trivial

balance between the width of the hot spot and the height of thetemperature peak. These results
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Figure 2.9: Simulated variations of the main parameters fora laser powerP0 = 20 mW. (a),
(b): Θ∞ as a function ofω0 and 2h respectively. (c), (d):∆E as a function ofω0 and 2h
respectively. (e), (f): Comparison betweenT∞(r) andΘ(t) for two glass walls (dashed lines) and
a combination of one glass and one PDMS walls (solid lines), as in the case of a microchannel.
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are not recovered in the numerical simulations, suggestingthat the transmission of the laser

through the different media is affected by the temperature variations.

Our measurements and simulations can be efficiently used to describe experiments involving

laser heating by providing a useful basis for understandingits limitations. Indeed, the steady

state profile measured here should still provide a good approximation of the profile expected

in the presence of fluid flows, as long as heat diffusion remains faster than advection. This is

quantified by the thermal Peclet number Pe= UL/χ, whereU is a characteristic velocity andL

a characteristic length scale which can be taken asL = σ∞, the width of the hot spot. Therefore,

by using the values for water and in the conditions discussedin this paper, we find that Pe< 1 for

characteristic velocitiesU < 1 cm/s, which is the case in the previous studies on laser-induced

droplet manipulation by thermocapillarity [Baroudet al., 2007a,b; de Saint Vincentet al., 2008].

Finally, note that our measurements do not take into accountthe vertical variation of temper-

ature. The numerical solutions show a strong thermal gradient in thez-direction, which depends

on the material properties of the walls, as was previously shown [Duhr & Braun, 2004]. These

variations should be taken into account if a more precise model of the effect of the thermocapil-

lary flow is needed.



Chapter 3

Marangoni force on a microfluidic drop:

Origin and magnitude

Article appeared inLangmuir, 25, 5127–5134, (2009).

3.1 Introduction

Surface tension gradients have recurrently been proposed as a way to apply a force on a drop or

a bubble in order to manipulate it. The flows that are producedby these gradients (Marangoni

flows) can be of thermal origin, in the case of thermocapillary flows [Younget al., 1959; Brzoska

et al., 1993; Sammarco & Burns, 1999; Lajeunesse & Homsy, 2003; Garnier et al., 2003], or of

chemical origin through gradients of surfactant coverage of the interface, in the case of solutal

Marangoni flows [Bush, 1997; Suminoet al., 2005]. In both cases, the unequilibrated surface

tension applies a stress along the interface which leads to the motion of the fluid. Recently these

approaches have acquired increasing immediacy with the emergence of droplet-based microflu-

idics, for which there have been many proposals for fluid actuation based on the manipulation of

surface stresses [Darhuber & Troian, 2005].

The generation of a net force by thermocapillary flow was firstdemonstrated by Young et al.

on air bubbles located between the anvils of a machinist’s micrometer [Younget al., 1959]. The

anvils were held at different temperatures, leading to a thermocapillary flow along the surface of

the bubble which also induced a flow from the hot to the cold regions in the external fluid. In

reaction to this external flow, the drop “swims” up the temperature gradient towards the hot side.

The magnitude of the forces generated in those experiments can be calculated by balancing the

buoyancy force acting on a bubble of diameter200 µm, i.e.40 nN, for a temperature gradient of

45
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80°C/cm or equivalently1.6°C across the bubble.

Recent studies have revisited bubble migration in a temperature gradient in a confined ge-

ometry [Mazouchi & Homsy, 2000; Lajeunesse & Homsy, 2003], where a similar mechanism

drives the bubble towards the hot region at a velocity that increases linearly with the temperature

gradient. However, obtaining a quantitative value of the force acting on the bubble in this case

is difficult due to the effects of confinement which couple thebubble shape, the flow, and the

net force. In practical situations, further complicationsappear when the thermocapillary effect

is conjugated with the transport of surfactant molecules [Chen & Stebe, 1997; Gugliottiet al.,

2002]. Indeed, the interface motion advects the surfactantmolecules and can lead to the accu-

mulation of these molecules at the stagnation points on the drop, leading to solutal Marangoni

stresses that must be added to the purely thermal effect. These combined phenomena were ob-

served to slow the migration of a drop in a thermal gradient [Chen & Stebe, 1997] or to inhibit

the onset of thermocapillary convection along a flat interface [Gugliottiet al., 2002].

A recent series of articles has explored the use of laser heating to manipulate drops of water in

oil travelling inside microfluidic channels [Baroudet al., 2007a,b; de Saint Vincentet al., 2008].

The laser in these experiments is chosen to heat only the water phase; it is focused to a waist of

a few microns and remains stationary. When the leading edge of the drop reaches the position

of a laser, the water is heated by absorption of the light and arepulsive force pushes the drop

away from the hot spot, i.e. in the direction opposite to the pure thermocapillary case discussed

above [Younget al., 1959; Lajeunesse & Homsy, 2003]. This was explained in [Baroudet al.,

2007a] where observation of the fluid motion showed that the flow wasdirected towards the hot

region along the interface, indicating an increase of the surface tension at the hot spot location.

These observations motivate the present study on the physical and physico-chemical mech-

anisms responsible for the forcing of microdrops subjectedto local heating. Below, we address

the two questions of the origin and magnitude of this repulsive force, relying on experimental

measurements in a specifically designed microfluidic geometry as detailed in Section 3.2. Sec-

tion 3.3 studies the spatial redistribution of surfactantsby fluorescence microscopy, followed in

Section 3.4 by a study of the force magnitude, the velocity fields, and their evolution in time.

The results are discussed in Section 3.5.

3.2 Experimental setup

The experimental setup consists of a microfluidic channel inwhich water drops are formed and

transported by an oil flow. A focused infrared laser is used toapply localized heating on the
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water/oil interface and images are recorded using a fast camera. The experimental details are

discussed below.

Microchannels and microfluidics

The fabrication of the microchannels is performed using standard soft lithography techniques [Xia

& Whitesides, 1998]. Briefly, a mold of the channel is microfabricated in dry photoresist (Lam-

inar E7800, Eternal Technology Corp.) by conventional photolithography. A replica of this

master is then molded with a 5 mm layer of liquid PDMS (Sylgard184, Dow Corning), which is

then cured at 65°C for 4 h. After curing, the PDMS replica is peeled off and holes are punched

at the channel inlets and outlets. The patterned PDMS block is then sealed against a bare glass

slide, after an oxidizing plasma treatment that promotes strong adhesion between the parts.

The microchannel geometry is shown in Fig. 3.1. It has a totallength of 15 mm, a width

w = 100 µm and a thicknessh = 50 µm. It has three inputs which are connected to three

syringe pumps that provide independent control of the different flow rates. The main channel

and the second side-channel allow the flow of an organic solution at flow ratesQ(1)
oil andQ

(2)
oil ,

respectively, while an aqueous suspension flows through thefirst side channel (flow rateQwater).

Drops of water in oil are formed at the first T-junction with a sizeL set by the two flow ratesQ(1)
oil

andQwater. AdjustingQ
(2)
oil then allows us to vary the total flow rateQ = Qwater + Q

(1)
oil + Q

(2)
oil

and the distance between the drops without affecting the drop formation. In the experiments

described belowQ(1)
oil andQwater are kept constant at 0.83 nL/s and 0.42 nL/s respectively, sothat

the drop lengths considered are in the rangeL = 330 ± 20 µm.

Q

Q
Q

oil

oil
water

(1)

(2)

Test section

laser

Bypass

500 µm

Figure 3.1: Microscope image of the microfluidic device. Drops of water are emitted in oil at
the left T-junction. The total flow rate is adjusted downstream by a second oil entry. The drop is
trapped by the infrared laser in the test section while oil can flow into the bypass.

The laser blocks the drops in a test section, shown on the downstream side of the figure,

which is connected in parallel to a bypass through three20 µm-wide channels. These structures
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act as a filter, allowing the oil to flow through them while forcing the drops to continue in the

test channel. The hydrodynamic resistance of the bypass is measured by flowing an aqueous

suspension of tracer particles into the device and measuring the relative flow rates in the bypass

and the test section, keeping in mind that the pressure gradient acting on the test section is the

same as for the bypass. Since the resistance of the test section can be calculated with precision

from the Poiseuille law for a rectangular channel [Stoneet al., 2004; Tabeling, 2003] (cross

sectionhw and lengthLt = 750 µm), the ratio of flow rates yields the resistance of the bypassto

beRb = 7.2 1012 Pas/m3.

The organic solution consists of hexadecane (Sigma-Aldrich, viscosityηo = 3 mPas) as the

solvent and an oil-soluble surfactant (Sorbitan monooleate or Span80, Sigma-Aldrich) at 2 wt %.

The surfactant Span80 has a neutral polar head and an unsaturated linear tail of 17 carbons,

making it quasi-insoluble in water, with a water/oil partition coefficient of5.5 10−4 [Peltonen

& Yliruusi, 2000]. The aqueous solution is ultra pure water (viscosityηw = 1 mPas) which

contains a suspension of green fluorescent latex beads of diameter0.5 µm (Molecular Probes)

at a concentration of about 2 beads per 103 µm3. The beads are used as flow tracers, allowing

the velocity field inside the drop to be measured using a commercial Particle Image Velocimetry

(PIV) software (Davis, LaVision).

Optics

The experiments are conducted using an inverted microscope(Nikon TE2000) equiped with an

epi-fluorescence setup. Image sequences of the drop interface or of the fluorescent beads are

acquired with a fast camera (Photron Fastcam 1024PCI) at a frame rate of 250 fps through a

microcope objective (Nikon, 10x/0.3). In this way, the velocity field within the dropu(x, y, t) is

computed by cross correlation between two successive images separated by a 4 ms delay, with

a spatial resolution of40 × 100 vectors. This corresponds to a vertically averaged velocity field

since the objective’s depth of field is larger than the channel depth.

The laser used in this study is an infrared (IR) fiber-coupleddiode laser (Fitel Furukawa

FOL1425) emitting a Gaussian beam with wavelengthλ = 1480 nm. The fiber is connected

to a colimator (Oz-optics) which yields a parallel beam, 2.2mm in waist. After going through

a dichroic mirror, the beam is focused through the microscope objective onto the sample and

care is taken to insure that the visible light is focused on the same image plane as for the IR

beam. After going through the 10x objective and a glass slide, the beam waist is calculated to be

ω0 = 5.3 µm. The total powerP0 that reaches the microchannel, through the objective and one

glass slide, spans the range 55 to 165 mW. Finally, infrared absorption measurements show that
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the energy of the laser beam is absorbed mainly by the water. Oil absorbs a hundred times less

than water, PDMS a thousand times less, and glass even less than PDMS. The absorption length

in water is measured to bek−1 = 425 µm, in good agreement with the literature [Duhr & Braun,

2004].

When specified, the beam widthω was varied by defocusing the objective by different dis-

tancesz along the optical axis.ω is calculated asω2 = ω2
0[1 + (nz/z0)

2] with z0 = πω2
0/λ and

n = 1.5 the glass refractive index. Note thatz can be either positive or negative with reference

to the focused position, depending on whether the microscope objective was raised or lowered.

Temperature field

In Chapter 2, the spatio-temporal evolution of the temperature field in a thin water layer heated

by the laser beam was measured and compared with simulations. We summarize the results here:

The profile of the temperature rise in a water layer confined between two glass slides takes a

Lorentzian shapeT (r, t) = Θ(t)/[1 + (r/σ(t))2], whereΘ(t) is the temperature at the laser

position andσ(t) the half-width at half-height of the Lorentzian, whiler and t represent the

radial distance and time, respectively. Two important timescales, both independent of the laser

power, were observed: a fast time scaleτΘ = 4 ms, required to reach the steady value ofΘ, and

the maximum thermal gradient and a slow time scaleτ ≈ 30 ms which is associated with the

setup of the steady state temperature profile. With a laser power P0 = 100 mW and in a 28µm

deep water layer, the steady state values ofΘ andσ are 60°C and20 µm respectively. Numerical

simulations show the temperature increase is reduced if thelaser is focused to a larger waistω,

and that replacing one of the glass slides with a PDMS wall haslittle influence on the thermal

field.

In the present experiments where the laser is only absorbed in the water drops, the maximum

temperature is affected in two ways: On one hand, the larger water depth increases the absorbed

power thus leading to increased temperature rise. On the other hand, the laser only partially over-

laps the drop and is not absorbed by the hexadecane, therefore tending to decrease the maximum

temperature in a non trivial way. However, even though the temperature at the laser position

cannot be accurately estimated, it is expected to increase with the laser power and decrease when

the laser is defocused. Of the remaining parameters, we notethatτΘ will vary with the depth of

the heated layer and is expected to be larger in the present channels than in the thinner layer of

Chapter 2.

Finally, the flows are weak enough to neglect heat transfer byconvection. Indeed, the thermal

Peclet number Pe= UL/χ can be estimated using the following values:U = 1 mm/s is the
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velocity scale of the fluid,L = σ ≈ 20 µm is the length scale of the hot region andχ is

the thermal diffusion coefficient (χ = 1.3 10−7 and8.8 10−8 m2/s for water and hexadecane

respectively). These values yield Pe= 0.15, implying that the heat transfer is dominanted by

diffusion.

3.3 Role of the surfactant

The crucial role of the surfactant is revealed by a series of experiments performed with pure

water drops in pure hexadecane: Without surfactant, the laser is never seen to hold the water/oil

interface even at the highest power. Furthermore, trackingsome droplets that are atomized by

the heating shows that the laser induces rapid flows at the interface, directed from the hot to the

cold region. These observations agree with the classical thermocapillary effect but contrast with

the observations made in the presence of surfactant as reported in [Baroudet al., 2007a] and in

the present study, where the flows are in the opposite direction. In the following, we explore the

effects associated with the addition of surfactants to the water/oil system.

3.3.1 Surface tension at equilibrium

The evolution of the interfacial tension between a hexadecane/Span80 solution and pure water is

first explored using the pendant drop technique. A pendant drop of 100µL ultra pure water is

emitted at the tip of a vertical cylindrical pipette which isimmersed in a thermostated oil bath.

After an equilibration delay of 3 minutes [Campanelli & Wang, 1999], the interfacial tensionγ

is obtained from the drop shape [Gast, 1997], taking into account the temperature dependence of

the liquid densities [Espeau & Ceolin, 2006].

The temperature dependence of surface tension is measured by increasing the temperature of

the oil bath from 23 to 60°C, for a bulk surfactant concentration equivalent to the microfluidics

experimentsC = 36 mol/m3 (2% w/w). Interfacial tension is found to linearly decreasewith the

temperature, as shown in Fig. 3.2, with a slopeγT = −55 ± 8 µN/mK. This measurement rules

out the hypothesis of an anomalous thermal dependence of thesurface tension that could reverse

the sign of the interface velocity compared to the classicalthermocapillary effect.

In a second series of experiments, the surfactant concentration C was varied from 52 mol/m3

to 0.3 mol/m3 at T = 28°C. The value of the variation ofγ(C) is shown in the inset of

Fig. 3.2, which also gives a measure of the critical micellarconcentration (CMC = 1 mol/m3

or 0.054% w/w), the point whereγ becomes independent of the surfactant concentration. These

measurements are consistent with the values published in [Campanelli & Wang, 1999].
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Figure 3.2: Surface tension of a water drop in hexadecane above CMC (C = 36 CMC) as a
function of the bulk oil temperature, fitted with a linear law(solid line). Inset: Surface tension as
a function of the concentrationC of surfactant atT = 28°C. The CMC is estimated at 1 mol/m3.

We use the Gibbs adsorption equation to describe the equilibrium behavior of Span 80 at the

water/hexadecane interface for concentrations below the CMC,

dγ = −RTΓd ln C (3.1)

and a Langmuir isotherm

Γ(C) = Γ∞

KLC

1 + KLC
, (3.2)

which lead to

γ(C) = γ0 − RTΓ∞ ln(1 + KLC). (3.3)

HereR is the ideal gas constant,T is the absolute temperature,KL is the equilibrium ad-

sorption constant,Γ∞ is the maximum surface concentration of the surfactant andγ0 is the in-

terfacial tension of the water/hexadecane surface withoutsurfactant. Equation (3.3) is found to

fit the surface tension data collected by Campanelli and Wang[Campanelli & Wang, 1999] on

the same system atT = 18°C and for a range of concentrations below the CMC. The fit (not

shown) provides the following set of parameters:Γ∞ = 4 10−6 mol/m2, KL = 110 m3/mol

andγ0 = 52.5 mN/m. This result has three major implications: First, the fact that a Langmuir

isotherm applies indicates the existence of an adsorption energetic barrier at room temperature;

only the molecules having a high enough energy can be adsorbed or desorbed [Campanelli &

Wang, 1999]. Second, sinceKLCMC ≫ 1, Eq. (3.2) yields an equilibrium surface concentration



52 CHAPTER 3. ORIGIN AND MAGNITUDE OF THE MARANGONI FORCE

that is close toΓ∞ at the CMC. Finally, the derivative ofγ with respect toΓ is

γΓ =
−RTΓ∞

Γ∞ − Γ
, (3.4)

which states that the surface tension is sensitive to small variations ofΓ whenΓ ≃ Γ∞ and that

γΓ has a highly negative value.

3.3.2 Spatial surfactant redistribution

Since the variations of surface tension with temperature donot account for the observed increase

in interfacial tension at the hot spot, we now explore the dynamics of surfactant transport as a

possible mechanism. Indeed, surfactant molecules can be transported by the hydrodynamic flow,

diffusion, or thermophoresis. The effect of these transport mechanisms is to produce unbalanced

surface coverage of the water/oil interface with surfactant molecules, which can lead to solutal

Marangoni stresses on the interface [Levich, 1962]. Accordingly, we recall some fundamentals

of the dynamic variation of surface tension. In a quiescent and isothermal fluid, the partition of

surfactants between the bulk and an interface is commonly modeled by a two step process [Eas-

toe & Dalton, 2000]: First, the molecules diffuse from the bulk to the subsurface, which is a

depleted transition layer located near the interface. The size of the subsurface is given by the

ratio between the bulk and the interfacial concentration:ξ = Γ/C ≈ Γ∞/C, which we calculate

to beξ = 4 µm in the conditions of our experiments. The second step is thetransfer of the

molecules from this subsurface to the interface. The dynamics of this transport depends on the

amount of coverage of the interface, with energetic barriers to adsorption appearing for crowded

interfaces. The standard picture is that micelles also contribute to providing molecules to the

interface in the case of non-ionic surfactants such as Span80 [Eastoe & Dalton, 2000]. They

can leak monomers on the microsecond timescale and thus playa role in the dynamic variations

of the surface coverage and the exchanges between the interface and the subsurface [Johner &

Joanny, 1990]. The relevant concentration that determinesthe variations of the surface tension,

when out of equilibrium, is therefore the subsurface concentrationCs taking into account both

the monomers and the micelles. In the framework of the Langmuir isotherm of Eq. (3.2), the rate

of adsorption is proportional toCs and to the number of available interfacial sites (Γ−Γ∞). The

desorption rate, on the other hand, is proportional to the surface coverageΓ and does not depend

onCs [Eastoe & Dalton, 2000].

The variations in the micelles concentration in the oil phase were measured by marking them

with Rhodamine 101, a fluorescent dye (200 mM obtained by dilution in HEPES buffer 1mM,
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pH = 7, from a 10g/L stock-solution in DMSO). Although Rhodamine is insoluble in pure hex-

adecane, it was found to dissolve in the organic phase at highconcentration of Span 80 (36-fold

the CMC). This is attributed to an aggregation of the Rhodamine molecules within the micelles,

since Rhodamine can act as a co-surfactant, owing to its aromatic hydrophobic structure ending

in a polar zwitterionic head. This allows the use of Rhodamine as a tracer for the micelles, espe-

cially that the fluorescence of Rhodamine 101 is insensitiveto temperature variations [Karstens

& Kobs, 1980].

The behaviour of the fluorescence field is shown in Fig. 3.3, which shows a drop beginning

to interact with the laser. A dip in the fluorescence intensity is observed in the initial moments

after the drop begins to be heated by the laser, as shown in Fig. 3.3(a). This local decrease is

more visible in Fig. 3.3(c), where the fluorescence intensity is plotted along the solid line of

Fig. 3.3(a). The spatial extent of the dip in fluorescence is about10 µm, consistent with the size

of the heated region at early times. The fluorescent intensity is also shown in Figs. 3.3(b) and (d)

for t = 300 ms, long after the drop has come to a complete halt. The decrease in fluorescence

intensity remains but is now spread over a distance of about±20 µm, still consistent with the

size of the hot region at those times. However, a bright “jet”now crosses the depleted region,

indicating a major redistribution of the micelles in the flowand is advected by the mean flow

away from the interface. Moreoever, an increase in fluorescence is also observed upstream of the

laser, corresponding to micelles being transported in the oil layer between the water drop and the

PDMS wall, as shown by the intensity profiles measured along the dashed lines.

Finally, a fluorescent ring is observed at the location of thelaser once the drop has detached

and begun to move, as shown in Fig. 3.3(e). This ring is located on the surface of the PDMS

and it can be washed away by flowing the oil for a few minutes. Itshould be noted that the

jetting and the ring at the channel surface can be observed without the fluorescent marking,

using diascopic illumination. Fluorescence images with Rhodamine allow a sharper contrast and

a more quantitative measure of the phenomena.

Taken together, these observations show that the initial surfactant concentration is redis-

tributed in a non uniform way during the blocking of the drop by the laser, with the gradi-

ent occuring on a scale comparable with the scale of the temperature gradient at long times,

σ ≃ 20 µm. These length scales are comparable to the depth of the subsurface calculated above,

implying that the gradients created by the laser are likely to modify the subsurface concentration

in a way to affect the surface tension locally. The hydrodynamic effects of this surface tension

variation are studied next.
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Figure 3.3: (a, b) Fluorescence images of a drop held by the laser in the test section at times
t = 0 (a) andt = 0.3 s (b). The scale bar represents30 µm. (c, d) Intensity profiles taken along
the solid and dashed lines of images (a, b); (e) Image taken after the drop detachement showing
the ring of adsorption of surfactant on the PDMS.

3.4 Hydrodynamics and force balance

We now turn to evaluating the force that the laser heating is capable of producing on a microflu-

idic drop. A static force balance provides the magnitude of the laser-induced forcing while its

dynamic evolution is discussed in light of the flow kinematics.

3.4.1 Steady state force

If the drop is held stationary, a force balance must exist between the hydrodynamic effects that

push it to the right and the force of thermocapillary origin that resists its motion. The design

of the microchannel with a bypass section of resistanceRb allows us to calculate the pressure

difference between the left and right ends of the test section in the same way as for the voltage

drop in an electrical circuit. Indeed, if the flux is all directed into the bypass section when the

drop stops, then the pressure difference linearly increases with the fluxp = RbQ. Since the same

pressure difference applies on both the test section and thebypass, the total force that acts on the

drop is
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F = RbSQ, (3.5)

whereS ≃ wh is the projected surface of the drop, nearly equal to the cross section of the

channel. Using the calibrated value ofRb, this relation predicts the magnitude of the force

pushing a stationary dropF = 180 nN for Q = 5 nL/s.

This evaluation of the force must be corrected by the fact that some fluid manages to flow

in the corners between the interface and the walls [Wonget al., 2006; Fuerstmanet al., 2007b].

This leackage flow can be taken into account by associating a resistanceRd to the drop of length

L [Jousseet al., 2005; Cristobalet al., 2006] in series with the resistanceRt = 1.7 1012 Pas/m3

due to the shortened test channel of lengthLt − L. Then, by analogy with an electrical circuit,

the total flow rateQ and the test channel flow rateQt are related by balancing the pressure

differences in the bypass and in the test channel:Q/Qt = (Rb + Rt + Rd)/Rb. The final term

that must be estimated isRd, which is obtained from the measurements of the drop velocity

in the test channel (U0) before interacting with the laser at variousQ. By assuming that the

drop travels at the mean flow velocity, namelyQt = U0S, the slope of the lineU0(Q) yields

Rd = 12 1012 Pas/m3. Finally, the pressure difference across the drop is derived asRdQt and the

modified forceF ′ can be estimated as this pressure difference times the channel cross section:

F ′ =
RbRd

Rt + Rb + Rd
SQ. (3.6)

We calculateF ′ = 100 nN for a flow rateQ = 5 nL/s. F ′ can be taken as the lower limit for the

force the laser has to exert to block the drop, whileF , which can be recovered from Eq. (3.6) for

an infinite value or the drop resistance, can be taken as an upper bound.

Systematic measurements of the minimum laser powerPmin required to stop a drop with a

given flow rate were performed and the resulting diagram is shown in Fig. 3.4(a). An arbitrary

criterion was chosen to distinguish the drops that were blocked from those that escaped by re-

quiring a minimum blocking time of 200 ms. As expected,Pmin increases as the flow rate is

increased and the corresponding values of the force, obtained from Eqs. (3.5) and (3.6), dis-

play a force in the range of a few hundred nanonewtons. Furthermore, a maximum flow rate

Qmax = 7.9 nL/s is observed above which drops cannot be held at any laserpower. Finally, it is

important to note that we observe that blocking longer dropsrequires a lower value ofPmin than

for shorter drops (not shown).

In a separate series of experiments, the variations ofPmin with the laser spot sizeω are

explored by defocusing the laser, as described in Section 3.2, while keeping the flow rate constant
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Figure 3.4: (a) Phase diagram showing the blocked drops for different laser powers as a function
of the flow rateQ: full circles indicate drop that are blocked and crosses thenon-blocked ones.
Triangles correspond to cases where water boils. The secondary x-axis shows a conversion ofQ
into the total forceF (F ′) applied by the laser, taken from Eqs. (3.5) and (3.6), respectively. (b)
Minimum power required to block a drop,Pmin, as a function of the laser widthω normalized by
the waistω0. ω was varied either by increasing the sample to objective distance along the optical
axis (z > 0) or by decreasing it (z < 0). The flow rate isQ = 3.75 nL/s.

atQ = 3.75 nL/s. The effect of an increase in the laser width is known from our previous study

to decrease the temperature at the hot spot while keeping thetypical heating time constant. We

observe here that the minimum power required to block a drop increases as the beam size is

increased, as shown in figure 3.4(b).

3.4.2 Transients before coming to a complete halt

The steady state force computed above [Eq. (3.5)] gives onlya partial view of the thermocap-

illary blocking process. In the following, we turn to the transients that precede the blocking

by analyzing the evolution of the fluid velocities measured by the PIV. Figure 3.5(a) displays a

superposition of thirty successive images (120 ms) of the tracer particles, showing the presence

of recirculation rolls inside the stationary drop. The corresponding velocity field is shown in

Fig. 3.5(b), where the calculated field is averaged over 1035images. The PIV gives an accurate

measure of the velocities away from the hot region but the values near the laser position are

poorly computed due to the very high velocities near the hot spot. Nonetheless, we observe that

the interface of the drop is set into a motion directed towards the laser position as the drop comes

to a halt, and the structure of the rolls is clearly recovered. We find that the positions of the roll
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centers do not depend on time nor on the total flow rate. They are located at a distance from

the drop interfaced = 17 ± 3 µm and at a distance of25 µm from the channel lateral walls,

suggesting that the roll position is set by the channel geometry.

100 μm

d

(a)

(b) l

x

y

(c)

Figure 3.5: (a) Superposition of fluorescence images of a drop held by the laser, showing a pair
of stationary rolls. (b) Time-averaged velocity field inside the drop in the steady state. The lineℓ
is used for the calculation of the flux which must return through the lined. (c) Schematic of the
flow and leakage flow in the thin films between walls and interface, drawn artificially larger.

The drop velocity was determined by averaging the computed velocity fields and is shown

in Fig. 3.6 for four values of the flow rate. As expected, the velocity prior to interaction with

the laser increases withQ. Upon arriving at the laser position, drops slow to a halt over a few

milliseconds and remain stationary for long times. The dropcorresponding toQmax = 7.9 nL/s,

however, escapes after it has been stopped for 80 ms at the laser position.

We focus our attention on the setup time for the flow field inside the drop: A characteristic

velocity near the tip is obtained by equating the fluxϕ(t) that flows between the roll centers away

from the hot region with the flux through a line that joins the centers of the rolls and the interface.

In this way, the accuracy of the velocity data away from the hot region is used to obtain the time

evolution of the velocity near the tip, since no flux crosses the interface itself. In practice,ϕ(t)

is calculated along the lineℓ in Fig. 3.5(b), as the sum of the normal velocities in the reference
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Figure 3.6: Time evolution of the drop velocitiesU as they reach the laser at four different flow
rates2.1 < Q < 7.9 nL/s. The laser power isP0 = 153 mW.

frame of the drop. The velocity near the tipv is estimated by equatingϕ = 2vd, which yields

v(t) = ϕ(t)/(2d).

As the drop reaches the laser position,v(t) displays a rapid increase before reaching a satu-

ration value, as shown in Fig. 3.7(a). Here, the timet = 0 is the same as for the drop velocity

dataU(t) in Fig. 3.6, indicating that the onset of the roll motion occurs simultaneously with the

drop deceleration. The data forv(t) were fit with an exponential function,vfit = v∞(1−e−t/τv ) ,

yielding two important physical parameters: the saturation velocity,v∞ = 1.3±0.2 mm/s, which

does not display any dependence onP0 or Q within the accuracy of our measurements, and the

characteristic timeτv which is also independent ofP0 but decreases withQ from 20 to 6 ms, as

shown in Fig. 3.7(b). This time correlates very well with thetime required for the drop to travel

a distance equal to the laser waist,τU = ω0/U0. Several links can be drawn between the above

measurements in order to shed light on the underlying physics, as discussed in the next section.

3.5 Discussion

3.5.1 Two limitations

The first conclusion that can be reached from the above measurements is a confirmation of the

hydrodynamic origin of the force that is applied on the drop.Indeed, the simultaneity of the onset

of the rolls with the drop deceleration is a good indication that the two phenomena are linked.

These results indicate two independent mechanisms that limit the blocking of the drops: The

first is associated with rapidly advancing drops which couldnot be blocked regardless of the laser
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power. In this case, the interface passes the laser spot in a time shorter than the time necessary

to produce the thermal gradient, indiciated by the dashed line in Fig. 3.7(b). The heating is

therefore too slow to fully generate the recirculation rolls and block the drop, which slows down

at the laser before accelerating back to its initial velocity.

The second limitation applies for slowly moving drops and isset by the magnitude of the

force that can be generated for a given laser power, as indicated by the increasingPmin(Q). This

interpretation is further confirmed by the results of Fig. 3.4(b), since the time to cross the laser

when it is defocused is increased but the temperature gradient is smaller than in the focused case.

The increase ofPmin with beam size therefore indicates that the limiting factororiginates from

the force magnitude rather than the setup time, as long asQ < Qmax.

3.5.2 Role of the confinement

It was shown in [Baroudet al., 2007a] that the velocity field associated with the capillary driven

stress consists of two counter rotating rolls in the outer fluid, in complement to the two inner

rolls visualized in Fig. 3.5(a). In a confined geometry such as ours, the resulting stress field can

be decomposed into two contributions: one associated with the recirculations near the tip of the

drop and the other arising from the strong shear in the thin films between the moving interface

and the lateral walls [see Fig. 3.5(c)].

Near the laser position, the force can be estimated by extracting the interface velocityv∞ =
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1.3 mm/s from the PIV measurements and using the model of an unconfined circular drop [Baroud

et al., 2007a]. The resulting force isFtip ≃ 2ηovr sin2 θ = 200 pN, wherer = w/2 = 50 µm

is the radius of curvature andθ = π/4 is the angular position of the roll centers, taken from

Fig. 3.5(a). This force is far too small to account for the experimentally measured value of

180 nN.

In the present geometry where the drop almost fills the channel width, the viscous shear

stress in the lateral films should also be taken into account.Indeed, since the interface is driven

by the Marangoni flow towards the laser position, it exerts a reciprocal stress on the lateral

sides away from the laser [see Fig. 3.5(c)]. The magnitude ofthis force may be written as

Ffilms = 2ηohLvs/e based on dimensional analysis. Here,vs = 0.15 mm/s is the mean value

of the tangential velocity along the length of the drop, measured from the PIV,h the channel

depth,L the length of the drop, ande is the unknown film thickness. This film thickness can be

estimated from the asymptotic analysis of Wong et al. [Wonget al., 2006], for our aspect ratio

(w/h = 2), ase/h = 0.45(3Ca)2/3, where the capillary number is Ca= ηovs/γ = 9 10−5 and

yields a thicknesse = 0.1 µm.

The force can now be calculated for a330 µm-long drop and we obtainFfilms = 160 nN, in

remarkable agreement with the measured force. This contribution to the total force is orders of

magnitude larger than the value forFtip which can be neglected when the lateral walls induce

strong shear along the body of the drop. Moreover, this analysis also accounts for the effect of

the drop length: it explains why longer drops were easier to block than short ones.

3.5.3 Marangoni stresses and interface velocity

The velocity of the interface measured in Section 3.4 can be related to the surfactant and temper-

ature distributions by considering a portion of interface,near the tip of the drop, of local radius of

curvaturew/2. The Marangoni condition can be written from the continuityof the shear stresses

at the interface, providing a relation between the normal velocity gradients and the tangential

surface tension gradient:

ηo

(

∂vo
θ

∂r

)

interface

− ηw

(

∂vw
θ

∂r

)

interface

=
2

w

∂γ

∂θ
, (3.7)

wherevθ
w andvo

θ are the tangential velocities in the water and oil, respectively, andr andθ the

radial and azimuthal directions.

The typical length scale for the radial variation of the velocity, in both phases, is imposed by

the distanced between the interface and the roll centers [Baroudet al., 2007a]. A dimensional
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analysis can therefore be used to write the interface velocity v as

(ηo + ηw)
v

d
∼ 2

w

∆γ

∆θ
, (3.8)

where the∼ symbol indicates order of magnitude scaling and the∆ indicates a variation in a

given variable. As discussed in Section 3.3, the change of the surface tension is due to both

temperature and surfactant concentration variations. Onecan write as a first approximation

(ηw + ηo)
v

d
∼ 2

w

(

γT
∆T

∆θ
+ γΓ

∆Γ

∆θ

)

, (3.9)

where the thermal and solutal contributions can be distinguished.

In the vicinity of the laser, the two mechanisms act in opposition since the increase in temper-

ature decreases the surface tension (γT ∆T/∆θ < 0), while a depletion of surfactants increases

the surface tension (γΓ∆Γ/∆θ > 0). Our visualization of the direction of the interface velocity

indicates that the surface tension increases near the laser, implying that the solutal Marangoni

effect dominates over the purely thermocapillary effect.

However, a purely thermal Marangoni effect would produce a velocity

vth =
2dγT

w(ηw + ηo)

∆T

∆θ
= 93 mm/s (3.10)

for a temperatue variation∆T/∆θ = 20°C/rad. When compared with the measurements of

v∞ = 1.3 mm/s, this suggests that the two antagonistic effects almost compensate, with a slight

imbalance in favor of the solutal contribution. This is consistent with other examples of thermo-

solutal competition where the thermal and solutal Marangoni mechanisms are almost in exact

balance [Chen & Stebe, 1997; Gugliottiet al., 2002].

3.6 Summary

The pushing of microfluidic drops by laser heating is a surprising phenomenon that can po-

tentially play a major role in the lab-on-a-chip technologies if the technique can be applied in

practical situations. This study provides the first detailed measurements concerning the physical

processes at play, namely the physicochemical aspects related to the force generation and the

force magnitude.

Two practical limitations are found for achieving total blocking of moving drops. The first

concerns slowly moving drops for which the heating is sufficiently fast to produce the thermo-
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capillary rolls. In this case the magnitude of the force increases with laser power reaching 300 nN

for our geometry and drop size. The second limitation is due to the time necessary to heat the

interface, which prevents rapidly moving drops from being completely stopped. The temporal

criterion that must be kept in mind is that the interface should not cross the laser waist faster than

the time required to reach necessary temperature gradient,a few milliseconds in our experiments.

The actual values of these two limits can be pushed by intelligent design of the microchannel

geometry. Indeed, drops that are longer are easier to stop, suggesting that squeezing a drop

by reducing the channel width can be used to increase the blocking force. On the other hand,

widening the microchannels reduces the linear velocity fora constant flow rate. These two

apparently contradictory requirements can either be applied separately or can be combined by

placing discrete pillars for guiding droplets in a wide channel, as shown recently [Niuet al.,

2008]. Furthermore, the value of the heating time can be manipulated by varying the volume of

fluid that must be heated, for example by reducing the channelthickness.

An important question remains, however, concerning the precise mechanism responsible for

the micelle migration and their subsequent local depletionnear the hot spot. Several hypotheses

can be emitted, for example through the effect of optical forces which act on the micelles or

through thermophoresis which would radially displace themaway from the hot spot [Bar-Ziv

& Moses, 1994; Giglio & Vendramini, 1977; Rauch & Kohler, 2002; Vigolo et al., 2007]. An

observation in favor of this last hypothesis is the ring-shaped accumulation built up during the

trapping period that partially remains adsorbed on the walls, a similar feature to what is obtained

in [Braun & Libchaber, 2002], which was attributed to a thermophoretic effect coupled with a

thermal convection. However, the details of the mechanism are probably best dealt with through

numerical simulations of the coupled transport equations which can explore the unsteady flows,

thermal, and concentration fields in detail.



Chapter 4

Thermocapillary manipulation of droplets

using holographic beam shaping:

Microfluidic pin-ball

Letter appeared inApplied Physics Letters, 93, 034107, (2008).

4.1 Introduction

Microfluidics and optical manipulation are two independently maturing technologies that enable

advanced complimentary studies of objects at the micron scale. In the case of optical manipula-

tion, specifically optical tweezers, one of the major developments in recent years has been that of

dynamic holographic optical trapping [Curtiset al., 2002; McGloin, 2006]. These advances are

currently providing increasingly complex possibilities in the control of droplets in the microme-

ter range [Burnham & McGloin, 2006; Lorenzet al., 2007]. In parallel, microfluidics technology

promises to provide automation through the miniaturization of biological and chemical systems.

Many approaches are being explored towards this goal, of which the manipulation of droplets in

microchannels is one of the most promising routes [Songet al., 2003, 2006; Tehet al., 2008]. In

digital microfluidics, each droplet can be thought of as containing an independent reaction and

one may want to perform either many copies of the same reaction, for example in the case of con-

trolled chemical synthesis [Günther & Jensen, 2006], or, instead, vary the parameters between

droplets in order to explore a large number of combinations [Laval et al., 2007].

The success of the latter case depends crucially on the ability to actively manipulate droplets

individually as they flow through the microchannel network.Two main technologies have sur-
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faced recently that allow the manipulation of these droplets. The first is based upon application

of an electric field to produce a force on the drop due to the dielectric contrast between the

two liquids. This approach has been shown to work in sorting [Ahn et al., 2006b] and merging

droplets [Ahnet al., 2006a; Priestet al., 2006]. The second technique consists of varying the

surface tension of the droplets locally, through the use of laser heating, thus creating a thermo-

capillary induced force on the drop. This forcing has also been shown to produce a net force that

can be used to block the formation of drops, carry out simple routing [Baroudet al., 2007a], fuse

them, synchronize them, or control their division [Baroudet al., 2007b].

Here, we demonstrate how the combination of microfluidics with optical holographic tech-

niques can be used to extend the possibilities of droplet manipulation. By taking advantage of

the contactless nature of optical manipulation, we show howthe use of different laser patterns

allows the implementation of complex operations, which arenot possible using the current elec-

trical forcing methods. Furthermore, the coupling betweenoptical energy and thermocapillarity

extends the possibilities of optical manipulation to drop sizes that are not accessible through opti-

cal forces alone. We begin by exploring the effect of the shape of the laser focus on the blockage

of droplets. Indeed, the ability to vary the shape of the laser beyond a simple Gaussian beam

provides an additional degree of freedom which can extend the limits of the technique. Further,

we demonstrate three novel implementations which provide conceptually new operations.

4.2 Experimental setup

Holographic beam shaping was employed to generate the desired patterns of light [Burnham

et al., 2007]. The Gaussian beam from a 4 W Laser Quantum Finesse laser providing continu-

ous wave 532 nm light was expanded using a Keplerian telescope to entirely fill the short axis

(768 pixels) of a Holoeye LCR-2500 spatial light modulator (SLM). Power was controlled with a

polarizing beam cube and half wave plate, whilst a second half wave plate rotated the polarization

to achieve optimal diffraction efficiency from the SLM. Two 4f imaging systems demagnified the

reflected beam such that the SLM was conjugate with the microscope objectives back aperture

whilst slightly under-filling the pupil. Two objectives were used over the course of the exper-

iments; the first was a Nikon 10x (NA = 0.25) and the second a Mitutoyo 10x (NA = 0.26)

both of which focus the beam into the prefabricated microfluidic channels positioned on a three

axis translation stage above the objective. The two objectives, in conjunction with custom built

Köhler illumination and appropriate tube lenses, were also used to image the channels onto a

Basler A602f firewire camera.
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The phase of the beam incident upon the SLM was modified by displaying phase-only holo-

grams whose optical Fourier transform gives the desired intensity pattern in the plane of the

microfluidic channel. To produce the holograms we implemented a adaptive-additive algo-

rithm [Soifer et al., 1997], in custom written LabVIEW software, allowing the user to input

an arbitrary 8-bit greyscale image of the desired intensitypattern. In addition, aberration correc-

tion was combined with the hologram to remove the large amount of astigmatism generated by

the SLM.

The microfluidic chips, shown in Fig. 3.1 were fabricated with molded PDMS (Sylgard 184,

Dow Corning) using standard soft lithography techniques (SU-8, Microchem) and sealed against

a glass microscope slide. The dimensions of the channels ranged from 75 to200 µm in width

and50 µm in height. Oil (Hexadecane + span80, 2% w/w) and an aqueous solution (water + ink

2% v/v) are pumped into the channel using syringe pumps. Darkblue Parker pen ink was added

to the water in order to absorb the 532 nm light. Other absorbing dyes could be used depending

on absorption requirements and the laser wavelength used [Baroudet al., 2007a].

4.3 Results

4.3.1 Spatial laser patterns

In order to investigate the effect of different light patterns on drops, we focused on the mini-

mum optical powerPmin required to block the advance of a drop, for three different shapes: a

Gaussian spot with a1 µm waist, a straight line aligned with the flow direction, and astraight

line perpendicular to the flow direction. Both lines were2 µm in width and200 µm microns in

length. In these experiments, the chips had two oil inlets and one of aqueous solution. Droplets

size is controlled by the ratio between the first oil flow rateQ
(1)
oil and the water flow rateQwater,

which are both kept constant. The second oil flow rateQ
(2)
oil is used to tune the total flow rate

Qtot = Q
(1)
oil +Q

(2)
oil +Qwater, this way the size of the droplets is kept constant while their velocity

varies withQtot.

The channel geometry forces the drops to reach the patternedlaser beam. The first observa-

tion is that the water-oil interface adapts to the laser forcing, as seen in Fig. 4.1(a) and (b). When

the line is parallel with the direction of flow, the front interface is flattened and the drop stops

after advancing through a significant portion of the line. Inthe case of a line perpendicular to

the flow direction, the surface of the drop is even flatter thanin the previous case, taking on the

shape of the line.
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Figure 4.1: Blocking a drop with different laser patterns: (a) Drop blocked by a line parallel to
the flow, or (b) a line perpendicular to flow. (c) Minimum laserpower required for blocking a
drop, as a function of flow rate. (d) Minimum laser intensity required to block droplets.

For each optical pattern used the oil flow rate was varied fromQtot ∼ 1 to 11 nL/s in in-

crements of 0.17 nL/s. For each flow rate, we started from a high laser power and reduced it

for successive drops, until the minimum powerPmin that still held the drops was reached. The

maximum flow rate studied for each pattern was not limited by the laser no longer blocking the

droplets, but rather, boiling of the water.

The minimum laser power for each of the laser distributions is plotted as a function of the

total flow rate in Fig. 4.1(c). It scales approximately linearly with the total flowrate but the slopes

of the curves and the values ofPmin differ for the three cases. The use of a line perpendicular to

the flow allows the blocking of drops at higher flowrates, up tomore than 10 nL/s. Conversely,

even though a lower laser power is necessary to hold the droplets in the case of a Gaussian spot,

it was not possible to hold droplets for flow rates higher thanabout5 nL/s. This was also the case

for the line parallel to the flow, where no droplets could be held at flowrates higher than 5 nL/s.

Moreover, if the pattern intensity is studied instead of thetotal laser power, the minimum

intensityImin necessary to block a drop is found to be several times higher for a Gaussian spot

than for a line distribution [Fig. 4.1(d)]. The perpendicular line is found to block the drop for the

lowest value ofImin. Note that in the case of line patterns, the image is only fully formed in the
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focal plane of the microscope objective, meaning that it is not a sheet of light. For the Gaussian

spot however, the pattern propagates through the whole sample.

4.3.2 Applications

We now consider the applications of such holographic beam shaping and how single spot appli-

cations [Baroudet al., 2007a] can be extended. The first application is droplet routing, actively

sending droplets into different directions at a trifurcation. This is a precursor of sorting, one of

the major applications in microfluidics. Sorting, however,requires some form of active decision

making based on fluorescence, size or other observable parameters. Here our droplets are all

similar and monodisperse so sorting is not practical. Making use of the ability to both dynami-

cally switch the optical patterns projected into the microfluidic channel and the ability to create

extended patterns (in this case four spots) we can deflect droplets through large angles and send

them into preferred channels. This is shown using a four way cross channel in Fig. 4.2. Fig-

ures 4.2(a)–(c) show the droplets being moved to the left, straight, or to the right, respectively.

The switching time of the droplets into a given channel is limited only by the update speed of the

SLM, which ranges from 30 to 60 Hz. It would be relatively straightforward to extend this tech-

nique to active sorting, by including some video processingand combining it with the hologram

switching (the holograms are precalculated and are merely changed based on which direction the

droplets need to move in). One could imagine the sorting being based on droplet size, chemical

composition, fluorescence measurements or simply the contents of a drop.

100 µm

(a) (b) (c)

Figure 4.2: Four light spots are aligned to sort droplets into either (a) the left-hand channel, (b)
the center channel, or (c) the right channel. The insets showthe positions of the holographically
generated multiple Gaussian foci within the channel.

The second example uses line patterns to store droplets at a given point in the channel while

rerouting other droplets to move past the stored droplet, asshown in Fig. 4.3. The first line
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upstream is set to move a droplet into one side of the larger channel. The droplet is then stored

by the downstream line further along the channel. The first line is then changed so as to move

subsequent droplets in the flow past the first droplet. Thus wecan store and could interrogate

the first droplet without the need to stop the flow, which is important in order to obtain longer

interrogation times. Again, this could be combined with active techniques to choose a droplet

based on its characteristics or to facilitate controlled reactions (i.e. fusion [Baroudet al., 2007b])

between droplets.

t = 0 s

100 µm

t = 0.4 s

t = 3.3 s

t = 5.8 s

t = 8.1 s

t = 8.7 s

Figure 4.3: Image sequence (left column followed by right column) showing how the drop order
can be changed: The initial drop is sent right and held stationary, then successive droplets are
sent left. Dashed lines overlay theposition of the laser patterns.

The third example, shown in Fig. 4.4, is an extension of the second. Here we are able to trap

several droplets at once, first one, then two and finally threeusing three lines of light. Again

this is in the presence of droplets flowing through the channel. We are then able to shuttle the

droplets through the pattern, by turning the whole pattern on and off, so the first droplet is lost

and the second droplet takes its place and so on. This allows large scale storage and controlled

movement of many droplets simultaneously which may be useful for offline analysis of many

droplets, droplet re-ordering or droplet “memory” applications.
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t = 0 s

100 µm

Flow

t = 0.3 s

t = 0.57 s

t = 1.43 s

Figure 4.4: A drop treadmill holds up to three droplets and can function as a first-in-first-out
buffer memory. The triangle marks the same droplet in the different images (squenced left col-
umn followed by right column), indicating its movement. Dashed lines overlay the position of
the laser patterns.

4.4 Conclusions

In conclusion we have shown that making use of holographic beam shaping techniques has a

number of advantages over conventional methods of inducingthermocapillary forces in droplets.

In addition extended patterns of light allow significant additional functionality over techniques

using a single spot. We believe this can lead to enhanced optical control in droplet microfluidics

devices. Future extensions of our techniques include droplet sorting and droplet reordering, as

well as more advanced studies into the role that extended optical patterns play in the forces

induced.



70 CHAPTER 4. MANIPULATION WITH HOLOGRAPHIC TECHNIQUES



Chapter 5

Mixing via thermocapillary generation of

flow patterns inside a microfluidic drop

Article appeared inNew Journal of Physics, 11, 075033, (2009).

5.1 Introduction

The use of droplets was shown, early on, to solve two major problems encountered in microflu-

idic devices: that of controlling the dispersion of the species, by forcing the chemicals to remain

in the drop, and the problem of mixing in the absence of turbulence [Songet al., 2003]. Another

important advantage of using droplets lies in the ability toreadily integrate external manipu-

lation schemes to directly manipulate the liquid, something difficult to achieve with bulk fluid

flow. Along these lines, several manipulation tools have been developed whose action is based

on using the physical contrasts between the droplet fluid andthe surrounding carrier fluid. These

techniques have been used to implement fundamental operations on the drops, such as sorting

or merging them, either through the contrast of dielectric constant (dielectrophoresis) [Chabert

et al., 2005; Ahnet al., 2006b], refractive index [Lorenzet al., 2007] or through the manipulation

of surface tension by local heating [Baroudet al., 2007a,b].

While most of the above techniques induce recirculation flows within the drop that is being

manipulated, previous work has been limited to the study of the net effect on the drop as a whole,

rather than on the control of the flow within it. This contrasts with the attention given to mixing

in drops as they travel in specially designed channels [Songet al., 2003; Stone & Stone, 2005;

Liau et al., 2005], in suspension outside a microchannel [Ward & Homsy,2001; Grigorievet al.,

2006], or on a solid substrate [Darhuber & Troian, 2005]. In all of the above cases, chaotic
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trajectories are obtained inside the drop by combining periodic variations in the recirculation

pattern with a mean motion of the drop as a whole. This mean motion was shown to play a major

role in breaking the time reversal symmetry for a particle path, making sure that particles do not

return to their initial position at the end of each cycle of the periodic forcing.

Indeed, the main approach to mixing in the absence of turbulence has been to flow fluid

particles through chaotic trajectories which are highly sensitive to their initial position [Aref,

1984]. In this way, two particles that are initially close together will separate exponentially,

leading to the mixing of particles from different regions ofthe fluid. This mixing method is not

limited to microfluidics; it has been developed in the general case of viscous flows and can be

produced through a range of forcing methods and in differentgeometries [Ottino, 1989]. In this

approach, the aim is to produce a “stretching and folding” flow, first using the laminar shear flow

produced in a viscous fluid (e.g. recirculation rolls insidethe translating drops or Poiseuille flow)

to separate adjacent particles through a stretching field, then modifying the direction of the flow

to reduce the distance over which diffusion takes place (“folding”). In practical situations, the

mixing obtained by these mechanisms is enhanced by molecular diffusion and by Taylor-Aris

dispersion.

Here we demonstrate that such chaotic flows may be produced ina drop that is held sta-

tionary by a focused laser. The mixing properties of the flowscreated by two different laser

configurations are compared: The first configuration uses galvanometric mirrors to produce a

time varying laser pattern that produces a non stationary flow field. The second configuration

uses holographic techniques like those used in Chapter 4 to produce a stationary laser pattern

consisting of two Gaussian spots. In this way, the stationary flow obtained is due to the superpo-

sition of the velocity fields associated with each of the hot regions. The mean value of the non

stationary flow is similar to the holographically obtained flow. In both cases, the thermocapillary

forcing produces the necessary hyperbolic fixed points thatlead to the stretching of fluid parti-

cles [Solomon & Gollub, 1988; Vothet al., 2002]. However, efficient mixing is only obtained

in the time dependent case which breaks the left-right symmetry inside the drop, while the mean

recirculation, which does not change sign, breaks the time reversal symmetry. By contrast, the

use of stationary patterns is not sufficient to break the barriers to transport and therefore leads to

poor mixing, even though the mean flow given by the switching pattern is the same as the flow

given by the stationary pattern.

The two experimental setups used in this study are describedin Section 5.2. Section 5.3

presents the important temporal and spatial scales that must be considered for the problem. The

flow fields obtained with each of the laser setups are shown in Section 5.4, followed by the
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experimental results on mixing which are explained and discussed in Section 5.5.

5.2 Experimental Setups

Two different optical setups are used in this work. The first one, sketched in Fig. 5.1(a), is

mounted on an inverted microscope (Nikon TE2000) which is equipped with epi-fluorescent il-

lumination (Exfo X-Cite 120). An infrared laser beam (FitelFurukawa FOL1425) of wavelength

1480 nm is reflected by a pair of galvanometric mirrors (Cambridge Technologies 6210H) which

control the laser position inside the microchannel. The angular position of each mirror can be

controlled in real time with custom made LabVIEW software (National Instruments), allowing

us to create non stationary laser patterns by letting the laser beam alternate between two positions

separated by a distanceD. The distance between the spots can be controlled with sub-micron

resolution and the shifting frequency can be up to 1 kHz. After the galvanometric mirrors, the

beam passes through a telescope which consist of an achromatic doublet (Thorlabs, 150 mm fo-

cal length) and a convex lens (Thorlabs, 150 mm focal length), both adequate for infrared optics.

Then, the laser beam is reflected into the rear aperture of themicroscope objective (Nikon Plan

Fluor 20X/0.5NA) through a dichroic mirror (OCTAX) and focused inside the microchannel to a

5.3 µm waist. To ensure that the laser is focused at the same plane as visible light, the distance of

the telescope is adjusted by moving the achromatic doublet to obtain a slightly diverging beam.

Images are recorded with a fast camera (Photron Fastcam 1024PCI) at frame rates ranging from

250 to 3000 fps.

microchannel

objective

dichroic mirror

dichroic mirror

dichroic mirror to fast camera

fluorescence

 lamp

laser beam

scan mirrors
telescope

(a)

D

water

water

oil

oil

test section

(b)

Figure 5.1: (a) Optical setup with galvanometric mirrors. (b) Microchannel geometry.

In the second setup, detailed in Chapter 4, a 532 nm laser beamis expanded using a telescope

to entirely fill the short axis of a spatial light modulator (SLM) (Holoeye LCR-2500) which
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allows us to holographically shape the laser beam into two stationary Gaussian spots separated

by a distanceD. Power is controlled using a polarizing beam cube andλ/2 plate. Two 4f

imaging systems demagnify the reflected beam into the back aperture of the objective (Nikon

10X/0.25NA), which focus the beam into the microchannel. Images of the channel are obtained

with a firewire camera (Basler A602f) at 240 fps. Kinoforms are generated using a weighted

Gerchberg-Saxton algorithm [DiLeonardoet al., 2007], implemented in LabVIEW, to optimise

the power uniformity of the spots.

The microfluidic devices are fabricated on PDMS following standard procedures [Xia &

Whitesides, 1998] and sealed against a glass slide. The microchannels [Fig. 5.1(b)] are50 µm in

height and200 µm wide. Two independent water inlets merge before the intersection with two oil

inlets, where water drops are formed by flow focusing. Liquids are injected using syringe pumps

at constant flow rates of0.04 µL/min for water and0.125 µL/min for oil. Part of the channel is

designed to force the drops into a straight test section where they are blocked by the laser, while

allowing the oil to bypass the test section through two symmetric secondary channels. At high

enough laser power, one drop is blocked until the next drop enters the test section. Therefore,

the time duration of the experiments is determined by the frequency of drop formation, which is

approximately 1 Hz.

A 50% w/w paraffin oil-hexadecane mixture is used as the outerphase. A surfactant, Span 80

(Sigma-Aldrich), is added to the oil phase at a concentration of 2% w/w. When the holographic

setup is used, 2% w/w ink (Dark blue Parker ink) is mixed with the water to increase the absorp-

tion of the 532 nm laser beam and therefore heat the water. With the infrared laser this is not

necessary due to the higher absorption coefficient of the water at the 1480 nm wavelength.

Micrometer sized particles are added to the water to be used as tracers. For the first optical

setup, green-yellow fluorescent beads (Molecular Probes, 1µm diameter), at a concentration of

1500 beads perµL, were used to perform PIV measurements with the use of a commercial soft-

ware (DaVis, LaVision). These beads yielded images with bright particles in a dark background.

For the holographic setup,4 µm diameter nylon beads were suspended in water, with the aid of

surfactant [TX100 (Sigma-Aldrich) at a concentration of5 10−3% w/w, ie. about 0.5 times the

critical micelle concentration], to visualize the flows in the absence of fluorescence equipment.

These beads appear as dark spots on a light background. In both cases the images correspond

to an average over the vertical dimension because the depth of field of the optics used here are

comparable to the channel depth. The nature of the flow is three-dimensional, but the large width

to height ratio allows us to assume a parabolic profile, to leading order, in the vertical direction.

In order to quantify mixing efficiency tracers are added to only one of the water inlets and
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then detected using image analysis. Alternatively, china ink was added to one of the water inlets,

in the absence of tracer particles, to visualize the mixing of the droplet contents, using the first

optical setup.

5.3 Temporal and spatial characteristic dimensions

The physics of thermocapillary manipulation and transportinvolves several spatial and temporal

scales and it is useful to recall their values in the case of the present experiments. The effi-

ciency of the mixing will depend on a comparison between the frequency at which the forcing is

alternated and the distance between the laser spots with thecharacteristic scales of the problem.

5.3.1 Spatial scales

We recall here the main features of the thermocapillary flow field inside a drop that is held by the

laser heating (see Fig. 5.2). A pair of steady counter rotating recirculation rolls appears inside the

drop, as shown in Chapter 3. The flow at the interface is directed towards the laser position, thus

indicating an increase of the surface tension at that location. A separatrix surface separates the

rolls and defines two main regions inside the drop on either side of the stagnation points, which

remain unmixed, since no streamlines cross the separatrix.

laser 

w/2 d

l

Figure 5.2: Sketch of the thermocapillary flow pattern inside a drop held by a laser centered in
the test channel. The separatrix (dashed line) divides the drop into two regions, corresponding to
two counter rotating rolls.

The two inherent spatial scales in the experiments are givenby the channel depth and width.

The depth can be considered as determining the distance between the edge of the drop and the

center of the recirculation rolls (d), while the channel width provides the distancew/2 over which

a particle must travel to cross from one region of the drop to another.

In the case of opto-thermal forcing, a thermal length scale around each of the spots must be

taken into account. Indeed, it was measured in Chapter 2 thatthe width of the thermal gradient,
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σ ≃ 20 µm, is larger than the laser waist. As a consequence, the distanceD between the two

laser spots must be larger than2σ in order to obtain two well defined temperature peaks in the

case of a stationary pattern. If this is the case, the resulting flow is the superposition of the flows

due to each of the temperature fields, owing to the linearity of the Stokes flow. Conversely, if

D < 2σ, the temperature field resembles a single wider hot spot at the front of the drop and the

flow field will be similar to the field obtained with a single centered spot.

5.3.2 Time scales

The first time scale to consider is due to the viscous diffusion which determines the time nec-

essary for the motion of the interface to be felt at a distanceℓ away. Using the distance be-

tween the laser position and the center of the recirculationrolls ℓ ≃ 20 µm (see Chapter 3) as

the characteristic length and taking the kinematic viscosity of waterν = 10−6 m2/s, we find

τvisc = ℓ2/ν = 0.4 ms. This is the time to propagate the information about the interface motion

into the droplet, which will instantaneously lead to recirculating motion by continuity of flow

inside the drop, owing to the incompressibility of water.

The second temporal scale is related to the heating of the fluid by the laser. If we assume

that the surface tension adjusts immediately to the local value of temperature, the important time

scale for creating the thermocapillary motion is due to the time required to produce the thermal

gradient, as explained in Chapter 3. This time is determinedby the channel depth and by the

thermal properties of the fluids and the channel walls but is independent of the laser power. For

the current geometry and fluids, we estimate the heating timescale atτth ≃ 6 ms.

A third time scale is associated with the transport of fluid particles by the thermocapillary

flow. It can be extracted from the characteristic velocity ofthe interfacevint ≃ 1 mm/s and from

the half width of the dropw/2 = 100 µm. This advection timeτadv = 100 ms represents the

time required for a fluid particle to cross between the two regions inside the drop.

The above time scales are well separated withτvisc ≪ τth ≪ τadv. Comparing the first two

suggests that the limiting time for the fluid to react to the laser is determined by the heating

time, i.e. that the thermocapillary flow is established simultaneously with the thermal gradient.

Moreover, if the forcing half-periodτlaser ≪ τth, the fluid does not have time to cool down

between two heating cycles and one expects a stationary convection pattern inside the drop. If

on the other handτlaser ≫ τth, then two independent flow fields are established in an alternating

manner simultaneously with the laser switching. In the intermediate range, whereτlaser ∼ τth,

peaks of temperature periodically occur at the laser positions, forcing the flow in one direction or

the other, depending on the stregth of the surface tension gradient in each laser position. Finally,
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τlaser must be larger thanτadv for the mixing to be efficient. Ifτlaser ≪ τadv, one expects that the

flow is too slow to transport particles across the median lineand mix them.

5.4 Flow Fields

When a drop is blocked by a single centered laser beam, the flowinside the drop presents a mirror

symmetry. The symmetry of this flow is broken when the laser beam is placed at an off-center

position, in which case the two recirculation rolls are twisted with respect to the center plane,

as shown in Fig. 5.3(a) with the aid of fluorescent beads. Towards the rear of the drop the rolls

tend to realign parallel to the microchannel, due to the confinement caused by the presence of

the channel walls. The velocity field (obtained by PIV) associated with this flow is shown in

Fig. 5.4(a).

laser
50 µm

(a)

laser

laser

50 µm

(b)

laser

laser

50 µm(c)

Figure 5.3: Visualization of the flow fields with tracers in three cases: (a) One off-center laser
spot, (b) one rapidly alternating off-center spot (1000 Hz)and (c) two stationary off-center spots.

The flow field obtained with a laser spot that alternates between two symmetric off-center

positions, depends on the shifting frequency. If the time during which the laser remains in each

positionτlaser > τth, a thermal gradient is created alternatively at each of the laser positions,

therefore inducing two alternating, asymmetric pairs of recirculation rolls. Neglecting transient

effects, whose duration is of the order of the viscous timescaleτvisc, the flow switches between

the one shown in Fig. 5.3(a) and its mirror image with respectto the mid-plane of the drop with

half periodτlaser.

If τlaser ≪ τth, a steady thermal gradient is induced by the laser at both positions and a steady
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thermocapillary flow is created. This flow is shown in Fig. 5.3(b) with the aid of fluorescent trac-

ers. Its corresponding velocity field is shown in Fig. 5.4(b). The same flow pattern is obtained

when a holographically obtained pair of symmetric stationary laser spots is used, as shown in

Fig. 5.3(c). The flow in these cases recalls the pattern obtained in the presence of one centered

laser beam which consists of two large symmetric recirculation rolls that fill the drop. An im-

portant difference, however, consists in the presence of two small counter rotating inner rolls

between the laser spots near the front interface, which appear because the thermocapillary flow

is directed towards each one of the hot spots.

50 µm

(a)

50 µm

(b)

50 µm

(c)

Figure 5.4: Velocity fields obtained with (a) one off-centerlaser beam, (b) two rapidly alternating
laser spots and (c) the superimposition of the first velocityfield and its mirror image with respect
to the center plane of the drop.

The Stokes nature of the flows allows us to reproduce the velocity field in the presence of

two stationary symmetric (or rapidly alternating) laser spots by superimposing the velocity field

obtained with one off-center laser spot and its horizontal reflection. The resulting velocity field is

shown in Fig. 5.4(c), showing good qualitative agreement with the observed pattern [Fig. 5.4(b)].

The small inner rolls, however, cannot be reproduced because the spatial resolution of the PIV

measurements is comparable with the size of these small rolls.
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5.5 Mixing

5.5.1 Mixing measurements

When tracer particles are added to one of the water inlets twowell separated regions can be

distinguished within drops arriving to the test section: one region containing the beads and the

other almost without any (some beads are present in the otherhalf of the drop due to fluctuations

during the drop formation). As expected, no mixing occurs when the drop is blocked by a single,

centered laser beam, and beads remain in the upper half of thedrop [Fig. 5.5(a)].

laser

50 µm(a) 50 µm(b)

Figure 5.5: No mixing situation, shown by tracers containedin the upper half of a drop blocked
by a centered laser beam (a) or by a pair of two symmetric stationary laser spots (b).

In order to measure the mixing efficiency of the flows induced inside the drop by the different

laser patterns, the number of beads in each region,Ntop,bottom, is found as a function of time while

the drop is held in the test section. Figures 5.6(a) and (b) show the cases of two stationary laser

spots separated by a distanceD = 16 µm andD = 86 µm, respectively.Ntop andNbottom remain

constant, showing that no mixing occurs. In the first case, the laser spots are close together, so the

flow field is similar to the one produced by a single, centered laser beam, as in Fig. 5.5(a). For

the case of two separated, symmetric laser beams, no mixing occurs either. In fact, the symmetry

of the flow field is maintained here, for any value ofD, and a symmetry plane divides the drop

in two, keeping the two halves of the drop well separated. This can be observed with the aid of

tracers, as shown in Fig. 5.5(b).

We repeat the experiment using two alternating laser spots separated byD = 17 µm and

D = 89 µm and with forcing timeτlaser = 200 ms. The number of particles in each half of

the drop is shown in Figs. 5.7(a) and (b). Again, poor mixing occurs in the first case due to the

proximity of the two laser spots, which induce a flow field similar to the one obtained with only

one centered laser spot. The use of two beams separated by a larger distance [Fig. 5.7(b)], on the

contrary, forces particles to cross the mid plane of the drop, andNbottom decreases progressively
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Figure 5.6: Number of tracers in the upper and lower half of the drop as a function of time, while
the drop is blocked by two stationary laser beams separated by a distance of16 µm (a) or86 µm
(b).
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Figure 5.7: Number of tracers in the upper and lower half of the drop as a function of time, while
the drop is blocked by two alternating laser beams separatedby a distance of17 µm (a) or89 µm
(b). In both casesτlaser = 200 ms.
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as a function of time, whileNtop increases. After 2.5 s the fraction of particles in each region

becomes similar, showing the existence of mixing in this case. Indeed, a necessary condition

for mixing is that the number of tracers become equal in both halves of the drop. This is not

a sufficient statement of mixing, since it does not ensure thehomogeneity within the drop, but

once the drop is released from the laser, the recirculation flow associated with the mean motion

of the drop can act to mix each of the two halves in the longitudinal direction.

5.5.2 Mixing efficiency extracted from PIV measurements

From the last section we observe that the flow field obtained with non stationary laser patterns

can be used to mix the contents of a microdroplet. In fact, divergent trajectories can appear due

to the non stationary flow field, as shown in Fig. 5.8. Here, thevelocity field is measured for the

case of a laser beam located at a distanceD/2 = 51 µm with respect to the center of the channel.

This is then used to numerically simulate the transport of five imaginary passive tracers. The

velocity field is periodically reflected to simulate the switching between the two laser positions,

with half periodτlaser = 100 ms.

Figure 5.8: Divergent particle trajectories numerically obtained from PIV measurements.

At t = 0 the five particles start aligned within a5 µm region in the lower part of the drop,

near the center of the lower recirculation roll. If the laserposition was stationary, one would

expect the five particles to remain circulating around the roll center. When the laser alternates

between two positions, the switching of the flow field advectsthe particles far towards the rear of

the drop. Moreover, after five periods they finish at distant positions, three of them in the upper

half and two in the lower half of the drop. This flow is reminiscent of the “blinking vortex” flow

which has been shown to produce chaotic mixing [Aref, 1984].

Next, the mixing efficiency is studied as a function of the twoparameters of the problem: the

distance between the laser spotsD and the forcing timeτlaser. For this, the trajectory of a few
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thousand of passive tracers is calculated as a function of timeT = t/τlaser betweenT = 0 and

T = 10, for different values ofD andτlaser. Figure 5.9 shows the position of the tracers after

different multiples of the half periodT for D = 102 µm andτlaser = 100 ms. Particles starting

in the lower half of the drop atT = 0 are shown in blue, and particles starting in the upper half

are represented in red. As the laser alternates between bothpositions, “fingers” of particles cross

the mid-plane, penetrating into the opposite half of the drop. These fingers are stretched and

advected towards the rear of the drop.

Mixing is quantified by measuring the fraction of particles that cross the mid-plane of the

drop,φ, as a function of time.φ(T ) is shown in Fig. 5.10(a) forD = 102 µm and different values

of τlaser. The first half period shows a transient behavior during which many particles cross the

mid-plane. This is followed by a linear trend of particle crossings which exhibits periodic peaks

of φ at the end of each half cycle.

A mixing rate is extracted from the linear trend as the slope of φ(t) for t > τlaser, as shown in

Fig. 5.10(b) as a function ofD andτlaser. For low values ofτlaser the mixing is slow, regardless of

D, sinceτlaser is small compared withτadv and particles do not have time to cross the mid-plane.

As τlaser increases, the mixing rate increases, reaching a maximum and then decreasing again

slightly. This recalls previous observations of resonant behaviour where the forcing time must

match an inherent time scale of the system. A global maximum is found forD = 85 µm and

τlaser = 200 ms.

5.5.3 Mixing of dye

The above results show the mixing of discrete particles within a droplet. Next, we focus on the

mixing of dye molecules by adding ink to the lower water inlet. In this way the drops contain

two well separated regions: a dark half and a clear half, as shown by the first image of Fig. 5.11,

which shows a drop being blocked by two laser spots separatedby a distanceD = 85 µm that

alternate with half periodτlaser = 100 ms. A similar behaviour to what is shown in Fig. 5.9 can

be observed, with waves of clear and dark liquid being stretched and ejected away from the laser

positions.

Figure 5.11 shows the gray scale difference between theT = 0 image and snapshots of the

drop after each half-period. Red (bright) regions represent clear water waves entering the darker

region and blue, or dark, areas correspond to dark fluid that enters into the clear water. At later

T the upper half of the drop becomes darker and the lower half becomes brighter. Similarly to

Fig. 5.9, the mixed zone is situated next to the laser spots and expands towards the rear of the

drop.
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T=4 T=6 T=10

Figure 5.9: Snapshots of the position of passive tracers as afunction of time. Blue (red) spots
represent particles placed in the lower (upper) part of the drop at t = 0. D = 102 µm and
τlaser = 100 ms.
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Figure 5.10: (a) Fraction of particles that cross the mid-plane of the drop as a function of time
(solid line), and linear fit (dashed line), forD = 105 µm and different values ofτlaser. (b) Mixing
rate as a function of the distance between the laser spotsD and the forcing timeτlaser. The scale
bar is in units of s−1.
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Figure 5.11: Mixing of ink which is initially present in the lower half of the drop. The first image
corresponds tot = 0. The consecutive images represent the difference between instantaneous
measurements of light intensity and the initial image. Bluemeans darker while red means a
brighter gray level. After each half cycle, ink is transported from the lower to upper half while
clear water is transported from the top half to lower half. The values of the parameters are
τlaser = 100 ms andD = 85 µm.
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5.6 Discussion

The mixing inside microdrops hinges on the concurrent breaking of several symmetries in the

flow field [Grigorievet al., 2006]. In the particular case of the confined microchannel geometry,

previous work has achieved this by periodically rotating the direction of recirculation rolls with

respect to the drop contents, namely by flowing the droplets through a serpentine microchan-

nel [Songet al., 2003; Stone & Stone, 2005]. By the same token, the time reversal symmetry

is also broken by the mean motion of the drop. In the case of a drop that is held stationary by

thermocapillary action, the time reversal symmetry is broken by the recirculation rolls that are

produced by the laser heating.

Moreover, we show above that mixing does not occur if the forcing is symmetric with respect

to the channel width, for example by using holographic patterns that produce a symmetric flow.

Even an asymmetric stationary heating pattern would produce poor mixing because of the pres-

ence of a separatrix plane, connecting the two stagnation points, and separating the two regions

within the drop. This curved surface, which lies between thetwo recirculation rolls, forms a bar-

rier to transport that cannot be crossed by fluid particles. Good mixing is therefore only achieved

when this separatrix is modulated, for example by switchingbetween a given forcing pattern and

its mirror image to imitate the rotation that has been explored in previous studies.

The mixing efficiency is a complicated function of the forcing parameters, with maximum

efficiency occurring for a range of switching frequencies and separations between the forcing

points. The presence of this maximum is in agreement with previous results that find reso-

nance conditions for which the mixing is either improved or worsened [Okkels & Tabeling,

2004; Chabreyrieet al., 2008]. Although we do not quantify the total quality of the mixing in

our drops, the dye experiments show a quasi-total homogenization of the gray levels between the

moment that the drop enters and when it exits. Indeed, the dyeexperiments show that the mixing

is further aided by three-dimensional effects and molecular diffusion which are not accounted for

in the numerical study, meaning that the results obtained from Figs. 5.9 and 5.10 are conservative

estimates of the true mixing inside the droplets. Three-dimensional effects enhance the mixing

in two ways: First, the streamlines in the calculations cannot cross since the calculated field is

two dimensional. This is not true in a three-dimensional flowfield where flow lines do cross at a

given projected location but at different heights in the channel. This enhances the mixing by the

diffusion of species across flow lines. Second, Taylor-Arisdispersion further acts to enhance the

mixing, as seen in the dye mixing experiment. These three-dimensional effects depend on the

diffusion coefficients of the species and should be includedin further studies of the mixing.

In the context of droplet microfluidics, the results obtained above are slow when compared
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with the rates obtained by flowing drops in serpentine channels. For this reason, this approach is

not a replacement for passive control of droplets but shouldbe considered as a complementary

tool which offers additional modularity. It can be applied at any channel location, which makes

it useful for multiple step mixing in order to re-homogenizeflowing droplets. Furthermore, the

ability to modify the forcing frequency and amplitude can lead to optimized control taking into

account the drop size, the fluid viscosities, or the diffusion coefficients. Most importantly, these

results demonstrate that the laser manipulation tool can serve not only to provide control of the

droplet as a whole but also to implement fine control of the flowwithin it. As such, it forecasts

new possibilities in droplet microfluidics and their applications. For example, this approach

can provide a way to combine controlled mixing with thermal control, for instance in situations

where a chemical reaction is inhibited or enhanced by the heating.

5.6.1 Heating of the drop contents

The heating is inherently present in the laser manipulationand may constitute an advantage in

applications where heat can be used as a catalyst. However, it may also be a disadvantage in

situations where high temperatures can damage the drop contents. In any case, heating is a key

point to be taken into account for practical applications involving laser manipulation. For that

reason, it is important to estimate and characterize the heating to which the fluid inside the drop

is subjected. Indeed, the laser heating is highly localizedat the front of the drop, but through the

recirculation flow inside the drop a large volume of fluid may be exposed to the heating.

Here, we estimate this heating by using the measured flow fieldinside the drops presented

here and the measured thermal field presented in Chapter 2. The velocity field of the Marangoni

flow produced by a single, centered laser beam is used to simulate the trajectory of four imaginary

passive tracers inside the drop, which travel in closed paths around the center of the recirculation

rolls [Fig. 5.12(a)].

The steady temperature field presented in Chapter 2, which corresponds to a Lorentzian pro-

file centered at the laser position, is used to calculate the temperature increase experienced by

the fluid particles during their trajectory. As shown in Fig.5.12(b), particles that travel in the

outermost trajectories are exposed to a larger temperatureincrease, in a cycle with long associ-

ated period due to the slow velocities of the flow far from the front of the drop. On the contrary,

fluid particles that travel in trajectories near the center of the roll experiment a significantly lower

temperature increase, but with shorter associated period.

These results show that most of the fluid inside the drop remains unheated. Statistically,

only a small fraction of the fluid is exposed to high temperatures, which is encouraging for
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Figure 5.12: (a) Trajectory of four different fluid particles inside a drop held by a single, centered
laser beam. The underlying gray scale field represents the temperature field. (b) Evolution of the
temperature of the fluid particles during their trajectories.

applications of the laser forcing with drops that carry sensitive material such as cells. The picture,

however, may be complicated in the mixing experiments through the utilization of an alternating

laser forcing, since in that case the possibilities for a bulk fluid particle to pass near the laser

position are increased. This can be exploited in applications where heating the drop contents

is convenient and the heating of the drop material cam be estimated again by considering both

the alternating flow due to a switching of the laser position and an alternating temperature field

centered at each laser position
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Chapter 6

Formation of drops by laser forcing in a

co-flowing geometry

6.1 Introduction

Active control of drops in microfluidics concerns not only their trajectory, but also, and not less

importantly, their formation. Although there exist a few examples on microfluidic components

to produce drops on demand based on application of high voltage [Heet al., 2005] or temper-

ature [Prakash & Gershenfeld, 2007] pulses, most methods are based on hydrodynamic forcing

to produce droplets in a passive way. The most common devicesused in microfluidics for drop

production are the T-junction [Thorsenet al., 2001], flow focusing [Annaet al., 2003] and co-

flowing devices [Gañán-Calvo & Gordillo, 2001].

The dynamics of drop formation has been studied in more or less detail for the three geome-

tries mentioned above. Generally speaking, drop breakup mechanisms are ruled by the competi-

tion between viscous, capillary and inertial forces [Garsteckiet al., 2005b], and exhibit different

behaviour depending on the value of the Reynolds (Re), capillary (Ca) and Weber (We) numbers.

While drop break up processes lead to highly monodisperse emulsions in the capillary (low

Re and low Ca) and in the inertia (high Re and high We) dominated regimes, non steady drop

formation and even chaotic and non linear behaviour are observed when capillary and viscous

effects are in competition [Garsteckiet al., 2005a]. In fact, drop formation process in this case

seems to be related to Rayleigh-Plateau like instability, and polydispersity reflects the existence

of a broad range of unstable perturbations.

Recently, drop formation in this regime has been object of big attention in a co-flowing

geometry [Gañán-Calvo & Gordillo, 2001; Guillotet al., 2007; Utadaet al., 2007]. In this

89
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geometry, the regime at intermediate and high Ca is characterized by the formation of a long

thread of fluid that oscillates and breaks up into droplets. This state is known as jetting and

greatly differs from dripping, the state at low Ca where drops are formed right after the nozzle.

Dripping and jetting have been claimed to relate to the different kind of instability of a long

viscous fluid thread immersed on another viscous fluid [Utadaet al., 2007; Herradaet al., 2008]:

absolute instability would correspond to dripping, while convective instability would lead to

jetting. Recently, good agreement has been found between the absolute to convective instability

transition predicted by the linear stability analysis and the dripping to jetting transition observed

in experiments [Guillotet al., 2007; Herradaet al., 2008]. However, little of this proves that

effectively the dripping and jetting regimes correspond toan absolutely and convectively unstable

flow, respectively. In particular one may wonder about the pertinence of the linear stability

analysis in the dripping regime, where no parallel flow gets any chance to develop. Moreover,

no quantitative measurements on both regimes exist which could be related to the theory.

Here, we provide experimental analysis of the base flow in thedripping and jetting regimes

which further confirms the relation of jetting with a convective instability. In particular, we study

the frequency response of the jet, both in absence of an external forcing and in presence of a

sinusoidal perturbation of variable frequency. First, we analyze the frequency spectrum of both

regimes, finding a marked dominant frequency in the drippingregime, and a broad peak in a

first region of the jetting regime, in agreement with the theory of convectively unstable flows

respectively. However, a second region of the jetting regime also exhibits a sharp peak, which is

in contradiction with the theory. This peak, however, is found to be the result of a perturbation

induced by the syringe pump which is amplified by the flow.

Then, we study the response of the flow to an external perturbation in the first jetting regime.

For that, we locally perturb the jet with a modulated laser ata given frequency. While no reaction

is observed in the dripping regime, a strong synchronization occurs in the jetting regime. Drop

formation becomes steady and monodisperse on some frequency ranges. Moreover, the size of

the drops can be precisely tuned as a function of the frequency laser.

6.2 Spatiotemporal stability theory of a fluid jet

We focus our study on the co-flowing geometry, where one fluid is injected through a nozzle

inside another fluid, both fluids flowing in parallel in the same direction. Two different flow

behaviours may occur depending, at low Reynolds number, on the competition between viscous

and capillary forces, which is described by the capillary number Ca [Guillotet al., 2007]. Briefly,
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for Ca below a critical value, surface tension forces the inner fluid to break up right after the

nozzle, a behaviour named dripping. For Ca higher than the critical value, the viscous effects

overcome surface tension allowing the inner fluid to penetrate into the outer one in the form of

a long jet. This jet is not stable, thus eventually breaking up into drops a considerable distance

after the nozzle. This state is known as jetting.

Theoretical characterization of these regimes passes through the comprehension of the linear

stability of a fluid column, which has been largely studied since the seminal work of Rayleigh

[Rayleigh, 1879] and Plateau [Plateau, 1873] in the late 1800s. They considered a long column

of a perfect fluid that breaks up under the effect of the capillary force in the absence of an external

fluid. Since then, the effect of numerous external and internal parameters, such as the viscosity

and density of the internal fluid and of the surrounding medium, fluid velocity and geometrical

confinement, have been taken into account [Tomotika, 1935; Lin & Lian, 1992; Subramaniam &

Parthasarathy, 2000; Funadaet al., 2004].

Recent work has focused on the spatiotemporal stability of afluid jet [Huerre & Monkewitz,

1990; Leib & Goldstein, 1986; Gañán-Calvo, 2007; Guillotet al., 2008]. Under this framework,

deviations from the base flow are written as exponential functions of space and timeei(kz−ωt),

wherez is the axial direction,t is the time andk andω are respectively the wave number and wave

frequency of the perturbation. Bothk andω are complex numbers related by a dispersion relation

ω = ω(k). Instability can be absolute or convective depending on whether the perturbations with

zero group velocity are unstable or not. Intuitively, convective instability occurs for flows that

are fast enough so they can advect all the perturbations downstream, while absolute instability

occurs in the opposite case.

Guillot et al [Guillotet al., 2007] solved the instability problem for a parallel, infinitely long

thread of fluid of radiusRi and viscosityηi that flows in another fluid of viscosityηe. The two

fluids are confined to flow in an axially symmetric geometry of external radiusRe. Inner and

outer fluids are injected at flow ratesQi andQe respectively. Guillot et al. find for the dispersion

relation the following relation:

ω̃ =
Kax3E(x, λ)k̃ + iF (x, λ)(k̃2 − k̃4)

D(x, λ)
, (6.1)

where x = Ri/Re corresponds to the jet’s confinement,λ = ηi/ηe is the viscosity ratio,

E(x, λ), F (x, λ) andD(x, λ) are positive functions ofx andλ andk andω have been made

nondimensional as̃k = Rik andω̃ = 16ηeReω/γ. Ka is a capillary number defined in the outer

fluid from the velocity at the jet surfacevjet:
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Ka =
4ηevjet

γ(1 − x2)
. (6.2)

Note that eq. (6.1) states that propagation of perturbations occurs in a nearly non dispersive

way. In a temporal analysis, ie. consideringk ∈ ℜ, eq. (6.1) readsω = v0k + iσ(k), wherev0

is the first order phase velocity of perturbations, which does not depends onk, andσ(k) their

temporal growth rate.

The transition from absolute to convective instability is predicted by this dispersion relation

to occur, for a given value of the confinementx at critical Ka∗(x, λ). Figure 6.1(a) shows Ka∗ as

a function ofx for λ = 0.6. Alternatively, this relation can be inverted to obtain thetransition

curve in the(Qi, Qe) space, as shown in Fig. 6.1(b).
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Figure 6.1: Absolute to convective transition curve in the (x,Ka) space (a) and in the(Qi, Qe)
space (b) forλ = 0.6.

The dominant frequencyf0 is shown in Fig. 6.2(a) as a function of the inner flow rate for a

fixed outer flow rate. In the absolute region,f0 exhibits a sharp decrease for smallQi and starts

to grow slightly near the transition. In the convective region instead,f0 decreases slowly.

Figure 6.2(b) shows the phase velocity calculated from the dominant frequency and the asso-

ciated wavelengthλ0. The phase velocity is found to grow withQi, presenting a discontinuity in

its derivative at the transition. The first order phase velocity v0 is also shown, and it is found to

predict fairly the phase velocity everywhere except near the transition.
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Figure 6.2: (a) Frequency of the dominant perturbation as a function of the inner flow rate.
(b) Phase velocity of the perturbationsω0/k0 (solid line) and its first order approximationv0

(dash-dotted line) as a function of the inner flow rate. The dashed line in both figures marks
the transition from absolute to convective instability. Inthese calculations,Qe = 30 µL/min,
ηi = 60 mPas,ηe = 100 mPas,Re = 113 µm andγ = 40 mN/m

6.3 Experimental setup

Experiments are performed inside a straight 5 cm length microchannel of square cross section.

The microchannel mold is produced by lithography using fourlayers of a photoresist of thickness

50 µm (Etertec XP-800-20) on a glass slide. The channel is then replicated in PDMS prepared

in a 10:1.5 ratio of PDMS base with curing agent. Three inletsand one outlet are drilled on the

block (see Fig. 6.3). A glass capillary of external diameter200 µm and internal diameter100 µm

is placed between the first inlet and pass the third one to formthe co-flowing geometry. The

alignment of the glass capillary inside the channel is ensured by the matching between the size

of the channel and the external diameter of the capillary. After bonding the channel to a glass

slide, a drop of PDMS prepared in a 10:0.5 ratio of PDMS base with curing agent is allowed to

enter the channel through the second inlet. After flowing by capillarity through the space between

the PDMS walls and the glass capillary in both directions, PDMS reaches a wider section of the

channel where it stops flowing due to the change of Laplace pressure. This way, sealing of the

glass capillary to the external channel forces the inner fluid to flow inside the glass capillary.

Fluids are injected at constant flow rates using syringe pumps (Kd Scientific 101, Hardvard

Apparatus PHD2000W). The inner fluid is a 80% w/w mixture of glycerol and water, whose

viscosity at 20°C isηi = 60.1 mPas. The outer fluid is silicone oil (Rhodorsil 47 V 100) of

viscosityηe = 100 mPas. Surface tension between both fluids is measured as a function of

temperature atγ(T ) = 47 − 0.3 T mN/m, whereT is the temperature, in degrees Celsius.
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Figure 6.3: Schematic representation of the channel geometry (not to scale).

The channel is mounted on an inverted microscope (Nikon ECLIPSE TE2000-U) and ob-

served through the microscope objective (Nikon, 4x/0.1 NA). Films of 500 frames are recorded

at 1000 fps with a fast camera (Photron Fastcam1024 PCI). An infrared laser of wavelength

1480 nm (Fitel Furukawa FOL1425) is focused inside the channel through the same objective,

a distance215 µm from the nozzle. The power of the laser beam is modulated with a signal

generator (Wavetek model 80) to a sinusoidal signal of amplitude up to 55 mW and frequency

flaser ranging between 10 and 150 Hz.

6.4 Laser forcing

Laser radiation is used to heat the inner fluid by absorption and to produce this way a periodic

forcing of the flow by locally changing its parameters. The temperature increase reduces both

the surface tension due to its temperature dependence and the inner viscosity due to the large

temperature dependence of the viscosity of water/glycerolmixtures [Lide, 2003]. Both effects

have contradictory results in the capillary number. To compare both effects, we compute the

capillary number Ka, defined earlier in Eq. (6.2), as a function of the temperature increase above

room temperature (25°C), as shown in Fig. 6.4. We find that Ka decreases when temperature

increases, which means that the effect of the viscosity reduction is more important than that of

the surface tension, and therefore the laser acts by locallydestabilizing the flow.

The temperature increase depends on the laser power. For thepower range used here we

expect heating to range between 5°C to 30°C based on our previous results of Chapter 2, which

corresponds to a decrease of Ka between 5% and 20%.

The spatial extent of the perturbing forcing is given by the size of the heated region. In

absence of flow, we would estimate the heated zone to have a radial extension of approximately
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Figure 6.4: Typical capillary number as a function of temperature increase above room tempera-
ture.

25 µm. However, large velocities are required to generate the jetting state and in this case heat

convection cannot be neglected. The relative importance ofheat convection with respect to heat

diffusion is quantified by the thermal Peclet number Pe= UL/χ ∼ 5, whereU ∼ 20 mm/s is the

mean flow velocity,χ ∼ 10−7 m2/s the heat diffusivity of the fluids andL ∼ 25 µm the radius of

the liquid jet. An expansion of the hot zone is to be expected in the direction of the flow, and it

can be quantified by taking into account the advection-diffusion equation

χ∇2T = v · ∇T. (6.3)

We assume that in the direction perpendicular to the flow the size of the hot zone is of the order

of L, while in the direction of the flow the hot zone is of sizeL′ > L. Then, the dominant term

in the laplacian of the right hand side of Eq. (6.3) is∼ T/L2, while the right hand side can be

written as∼ UT/L′. Dividing both sides byχ/L we obtain:

T

L
=

UL

χ

T

L′
= Pe

T

L′
, (6.4)

or L′ = PeL. This means that an expansion of the hot zone in a factor Pe is to be expected in the

direction of the flow. Therefore, we expect the hot zone to have a size similar to the jet radius in

the direction perpendicular to the flow and about 5 times larger in the direction of the flow.

From the size of the heated zone and the mean flow velocity, a frequency can be calculated

asfth = 200 Hz. This frequency describes the rate at which the fluid passes through the heated

zone. To produce a significative forcing of the jet, the laserfrequency should remain smaller or

at most similar tofth, which is the case here.
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6.5 Experimental results

6.5.1 Unperturbed state

First, we study the flow behaviour in the absence of laser beam. For a fixed external flow rate

Qe = 30 µL/min, the inner flow rateQi is increased gradually from5 µL/min to 32 µL/min and

a transition from dripping [Fig. 6.5(a)] to jetting [Fig. 6.5(b)] is observed, as has been observed

elsewhere [Cubaud & Mason, 2008; Guillotet al., 2008].

(a)

200 μm

(b)

L
∞

Figure 6.5: Snapshots of the system in the dripping (a) and inthe jetting (b) regimes.

The length of the inner fluid column,L∞, is measured as a function ofQi and is shown in

Fig. 6.6. Error bars are calculated considering the minimumand maximum values measured for

L∞ during the drop formation process. For lowQi, L∞ is small and grows only slightly withQi.

This corresponds to the dripping regime. Error bars are small because drop formation occurs at

a steady position. AtQi = 14 µL/min, the jet starts to grow, showing that the jetting regime has

been attained. Dispersion also grows, reflecting the fact that the position of drop pinch off is not

as well defined as in the dripping regime.

We measure the jet’s radius as a function of space and time, and perform a temporal discrete

Fourier transform to obtain the frequency spectrum of oscillations of the jet’s radius. The natural

frequencyf0 is defined from these measurements as the position of the maximum of the density

spectrum for eachQi. Density spectra amplitude for the different inner flow rates are shown in

Fig. 6.7(a). In the dripping region (Qi < 14 µL/min) a sharp peak is observed. Its positionf0

increases linearly withQi. In the jetting regime, instead, two regions can be distinguished. First,

for 14 < Qi < 24 µL/min, a broadening of the peak can be observed. We call this region “first

jetting regime”. Here, the position of the peak decreases with Qi. Then, forQi > 24 µL/min,

a sharp peak whose position increases linearly withQi can be observed again. This region is

called “second jetting regime”.

The wavelength of oscillationsλ0 could not be accurately obtained from discrete spatial
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Figure 6.6: Length of the inner fluid column as a function of the inner flow rate for a fixed value
of the external flow rate.
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Figure 6.7: (a) Frequency spectrum of the jet as a function ofQi. The scale is in arbitrary units.
Circles show the maximum of each spectrumf0. (b) and (c) Wavelength and phase velocity of
the jet respectively as a function ofQi. Dashed lines are used to separate the different behaviours:
Dripping (D), first jetting regime (J1) and second jetting regime (J2).
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Fourier transform due to the poor spatial resolution of the optical setup. Instead, in the jetting

region, it was deduced from the drop size and the jet thickness, obtained by image analysis, and

assuming volume conservation. Figure 6.7(b) showsλ0 as a function of the inner flow rate. Error

bars are calculated from the dispersion of the drop size distribution. In the first jetting regime,λ0

increases withQi and dispersion is important. In the second jetting regime,λ0 remains constant,

with little dispersion.

Finally, the phase velocity is calculated from the frequency and wavelength of oscillations as

v0 = λ0f0 and is plotted on Fig. 6.7(c). Within the first jetting regime, v0 remains constant at

around 45 mm/s with big dispersion, due to the big error bars of λ0. In the second jetting regime,

v0 increases linearly, with low dispersion.

6.5.2 Perturbed state

When the laser is turned on, different behaviours are observed. In the dripping regime, no notice-

able effect is detected on the flow, even at highest laser power. Indeed, frequency spectra show

the dominance of the natural frequencyf0 and only at high laser power, the peak corresponding

to flaser is present, but its amplitude is much smaller than the dominant one (Fig. 6.8), thus not

changing noticeably the flow.

Figure 6.8: Spectral density amplitude as a function offlaser for a dripping flow forced with a
laser beam. The solid line corresponds to the natural frequencyf0. In this caseQi = 10 µL/min
andQe = 20 µL/min.

In the first jetting regime, no or little response of the jet isobserved for low laser power. When

the laser power is increased, the jet’s oscillations synchronize to the laser frequency on some
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frequency ranges. Two main effects are observed in the frequency ranges where synchonization

occurs: the length of the jet decreases as the laser power increases and the drop size changes.

Figure 6.9 shows snapshots of the jet forced by the laser witha frequencyflaser = 70 Hz at

different laser powers. For the lowest power used no changesof the drop size occur and only a

slight decrease of the jet length is observed. As the laser power increases, the drops are bigger

and the jet becomes shorter.
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Figure 6.9: Images of the jet perturbed with a laser beam at a constant frequencyflaser = 70 Hz
and different laser powers. HereQi = 20 µL/min andQe = 30 µL/min. The scale bar represents
500µm.

The frequency spectrum of the jet was measured in the presence of the laser forcing for a

fixed flow rate configuration (Qe = 30 µL/min andQi = 20 µL/min). Figure 6.10(a) shows

the spectral density amplitude of the jet’s radius oscillations as a function offlaser for a laser

power of 55 mW (similar results were obtained for laser powerhigher than 11 mW). A strong

dominance of the laser frequency can be observed in the rangeflaser = 55 − 120 Hz. Note that

harmonics offlaser are also present in the spectrum of Fig. 6.10. In the rangeflaser < 55 Hz the

dominant peak correspond to the second harmonic2flaser, and therefore in this region the jet’s

oscillations are also controlled by the laser induced perturbations.

By analysis of the drop size distribution and considering the mean radius of the unperturbed

jet, the wavelength of the jet oscillations is computed. Figure 6.10(b) shows the jet’s radius

oscillations wavelengthλ, as a function of the laser frequency. In the rangeflaser = 55−120 Hz,

λ is found to decrease withflaser, following the relationflaserλ = v0. Here,v0 is the phase

velocity calculated in the unperturbed state fromf0 andλ0. Note that forflaser < 55 Hz, although
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Figure 6.10: (a) Spectral density of the oscillations of thejet’s radius as a function of the laser
frequencyflaser. The solid line shows the value of the dominant frequency in the absence of laser
f0 for this flow rate configuration. (b) Wavelength of the jet’s radius oscillations as a function of
the laser frequencyflaser for different laser power. The solid line corresponds to thewavelength
of the unperturbed jet’s oscillations. The dot dashed line corresponds to the curveflaserλ = v0,
while the dashed line corresponds to2flaserλ = v0

the wavelength is much more dispersed, it is coherent with the relation2flaserλ = v0, as suggest

the dominance of the second harmonic offlaser in the frequency spectrum.

Finally, Fig. 6.11 shows the dispersion percentage of the drop size population, calculated as

the standard deviation of the drop sizes divided by the average drop size, as a function offlaser.

Remarkably, the dispersion in the drop size, which is high inthe jetting regime, decreases by a

factor of about 5 in the presence of the laser forcing.
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Figure 6.11: Dispersion of the drop size distribution as a function of the laser frequency.

Similar measurements were performed in the first jetting regime close to the dripping to
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jetting transition. For low and intermediate laser power the behaviour is qualitatively the same as

the one shown above. At high laser power, however, a strong decrease in the jet’s lengthL∞ was

observed, as shown in Fig. 6.12. In this case, we observe the formation of small, mono disperse

drops whose size no longer depends onflaser, as shown in Fig. 6.12(b).
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Figure 6.12: (a) Images of the jet near the dripping to jetting transition perturbed with a laser
beam atflaser = 72 Hz and different power. The scale bar represents500 µm. (b) Wavelength of
the jet’s oscillations as a function of the laser frequency for different laser power. The solid line
represents the dominant wavelength of the unperturbed state. The dash-dotted line represent the
curvesλ = v0/mflaser with m = 1, 2

6.6 Discussion

Convectively unstable flows are known to act as noise amplifiers. In the absence of any distur-

bance perturbations are advected downstream and the flow goes back rapidly to the base state.

Usually, however, noise is present, so the flow is not in its base state. Although the most ampli-

fied frequency in this case corresponds to that with the highest growth rate, convectively unstable

flows amplify a broad range of unstable frequencies.

Conversely, a single, well defined perturbation dominates the behaviour of absolutely unsta-

ble flows. This is because in absolutely unstable flows the perturbation with zero group velocity

is unstable, and while all other perturbations are advected, this one is not and grows in a fixed

place. The absolute frequency corresponds, therefore, to the perturbation with zero group veloc-

ity. Absolutely unstable flows do not respond to external noise and always deviate exponentially

from the base state.
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Our measurements of the flow in absence of laser forcing finds this latter characteristic on

the dripping regime, where one well defined frequency peak dominates the frequency spectrum.

However, when the position of the peak as a function ofQi is compared to the theoretical pre-

dictions, a strong qualitative disagreement is found. The theory predictsf0 to decrease steeply

as a function ofQi for smallQi, which would result in the formation of larger drops at a smaller

rate. On the contrary, we measure a linear increase inf0 with Qi, that is, the formation of drops

of constant volume at a higher rate. These results suggest that drop formation in the dripping

regime is ruled by a mechanism different from an absolute instability.

In the jetting regime, two regions were observed. In the firstjetting regime, a broad range

of frequencies are noise-amplified. On the contrary, a single, well defined peak dominates the

frequency spectrum of the jet oscillations in the second jetting regime. The first jetting regime

exhibits a decrease off0 with the inner flow rate, which is coherent with the theory predictions

in the convective regime. On the contrary,f0 increases linearly in the second jetting regime, in

contradiction with the theoretical results. However, thisbehaviour suggests the presence of an

externally imposed perturbation associated with the syringe pump that controls the inner flow

rate which is amplified by the flow. In fact, the pumping rate ofthe syringe pump increases

linearly withQi as

fpump =
4Qi

πD2dx
, (6.5)

whereD = 4.61 mm is the syringe diameter anddx = 0.088 µm the syringe pump step.

While fpump is too high compared tof0 in the second jetting regime, its fourth sub-harmonic

(fpump/4) matches it precisely, as shown in Fig. 6.13. Moreover, notethat the second sub-

harmonic (fpump/2) is also present in the frequency spectrum of Fig. 6.7(a). This result shows

that in the second jetting regime there is also a broad range of unstable frequencies, but the

dominant one relates to the frequency imposed by the pumpingrate of the inner fluid.

Figure 6.13 summarizes the frequency response of the system. Red zones represent the fre-

quencies that are present in the density spectrum of the flow.In the dripping regime there is

only one, well defined frequency, while a broad range of frequencies are present in the jetting

regimes. When the frequency imposed by a perturbation lies in the unstable range of the jetting

regime, the external frequency is amplified, dominating thesystem. These results are coherent

with a convective nature of the flow instability in the jetting regime.

This hypothesis is confirmed by our experiments with the external forcing imposed by the

laser in the jetting regime. These experiments show the synchronization of the jet’s oscillations

with the laser frequency, demonstrating the ability of the jet to amplify externally induced per-
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Figure 6.13: Frequency response of the jet as a function ofQi for fixedQe. Circles correspond to
the dominant frequency for eachQi. Red zones represent the amplified frequencies. Green lines
correspond to the pumping rate (solid line) and its second (dashed line) and fourth (dot dashed
line) sub-harmonics. J now stands for the jetting regime.

turbations. The amplified perturbations are found to followqualitatively the dispersion relation,

which states that, at first order, the frequency and wavelength are related through a constant phase

velocity.

It was observed that when the flow was in the jetting regime butnear the transition to dripping,

laser could cause a strong destabilization if the laser power was too high. This can be explained

by remembering that the heating reduces the inner viscosity, and thus can decrease the capillary

number below its critical value in the zone heated by the laser. This would lead to the creation of

a locally absolutely unstable region, where the perturbation with zero group velocity is locally

amplified. Generation of monodisperse drops a small distance after the laser position confirms

this picture.

In conclusion, we have given experimental evidence to confirm that the jetting regime in a

co-flowing system relates to a convective instability. Conversely, we argue that the mechanisms

involved in drop formation in the dripping regime does not correspond to an absolute instability.

Confirmation of the instability nature of the flow in the jetting regime is important to un-

derstand the mechanisms that control drop formation when capillary and viscous effects are in

competition. In particular, spatiotemporal stability analysis predicts high inherent dispersion
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in drop sizes in the jetting regime. This is because noise sources, such as micrometer sized

fabrication defects of the channel walls or fluctuations in the pressure and flow rates, are un-

avoidably present. While this kind of perturbations are rapidly damped and usually negligible

in microfluidics, they are exponentially amplified by a convectively unstable flow. At the same

time, comprehension of the flow nature provides a way to control this polydispersity by inducing

the amplification of a preferred single frequency with a controlled forcing. Here, we do so with

periodic, localized laser heating, demonstrating the possibility of externally tuning the frequency

of drop formation and the drop size with a low dispersion.
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Conclusions

Digital microfluidics promises to revolutionize the way that biological and chemical analyses are

done by implementing the full set of laboratory processes inside drops that flow in microchannel

networks. Drops in microfluidics contain a volume on the pico- to nanoliter scale and can be used

as individual reaction chambers, allowing to encapsulate and isolate reagents and to parallelize

a large number of reactions in a single microfluidic chip, thus reducing the material used for an

analysis and the time necessary to carry it out. At the same time, the implementation of digital

microfluidics opens new technological challenges, particularly to achieve a precise control of

microdrops. The development of a droplet-based lab-on-a-chip requires the implementation of

functions that allow steady drop production, controlled drop transport, precise manipulation of

the drop contents, reproducible drop fusion and drop division and sensitive detection of their

contents.

In this sense, this thesis work gives an answer to the need of mechanisms to actively ma-

nipulate drops in microfluidics. Specifically, the objective of this thesis is the development of

an optical toolkit able to exert control over microfluidic drops by the use of a laser beam. This

objective has been addressed, first, by a characterization of the thermal, physicochemical and

hydrodynamical aspects of the laser-based technique, which has allowed us to understand the

physical mechanisms involved in the laser manipulation andits limitations. Then, based on

this characterization and taking into account the limitations, the laser tool was developed for

achieving the control of drops in three different functions, namely the routing of drops inside

a microchannel, mixing the contents of a drop and control of the size of drops during the drop

formation process.

The thermal aspects of the laser-based technique of this thesis are shown in Chapter 2 and

concern the evolution of the temperature and the amplitude and extent of the temperature increase

105
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in the steady state due to the absorption of the laser radiation by the aqueous drops. It was found

that the time for reaching a steady state in the temperature field is of a few milliseconds, while

in the steady state the temperature increase is of a few tens of degrees Celsius within a region of

25 µm radius. These experimental results are accompanied by simulations of the laser heating,

which agree with the experimental measurements for low laser powers and can be used to predict

the laser heating in different geometries.

The physicochemical and hydrodynamical aspects of the laser forcing are shown in Chapter 3.

In summary, it was found that the heating of the drop surface with the laser radiation triggers a

series of physicochemical and hydrodynamical processes which cause the apparition of a net

force on the drop as follows: Product of the heating, the concentration of surfactant molecules

adsorbed on the interface is reduced in the heated zone, which increases locally the surface

tension. The creation of a gradient of surface tension induces a Marangoni flow that consists of

a pair of symmetric recirculation rolls inside the drop thatapproach the laser position along the

drop surface and go away through the center of the drop, with its equivalent in the external fluid

phase. This flow shears the drop interface, specially in the thin films of fluid that exist between

the drop surface and the channel walls. The integrated shearin the drop surface is responsible

for the apparition of a repulsive net force on the drop. This force was measured on the order of

100 nN, increasing with the temperature gradient.

A first important limitation of the laser forcing is revealedin Chapter 3 by the measurements

of the velocity field inside the drops, which indicate that the apparition of the Marangoni flow,

and therefore the development of the force, is simultaneousto the increase of temperature. This

limits the time for setting the force on the drops to the heating time.

In Chapter 4 we show that the use of spatially extended laser patterns produced with holo-

graphic techniques can be used to overcome the limitation imposed by the heating time scale

by increasing the region where the laser force is applied. Moreover, we present sophisticated

applications of the laser force to sort and store drops in a microchannel by using dynamical laser

patterns obtained with holographic techniques. In particular, we show that these laser patterns

can act like walls to steer the drops in a sorting device and can multiply the control on the drops

trajectory to several drops in different places of the microchannel simultaneously.

The laser forcing is also used to induce mixing of the drop contents by manipulating the

Marangoni flow inside a drop stopped by the laser force, as shown in Chapter 5. In this sense,

mixing is limited by the spatial symmetry of the Marangoni flow. This symmetry prevents the

total mixing of the drop contents due to the presence of a virtual surface separating the two

recirculation rolls which is not crossed by any streamlines. To achieve mixing, the symmetry of
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the Marangoni flow is broken by alternating the laser betweentwo positions at the front of the

drop. The switching of the laser position modulates the surface that divides the rolls, allowing

the communication between the two zones of the drop and therefore allowing mixing.

The utility of the laser tool is expanded in Chapter 6, where we show that the laser beam

can be used as a tool to tune the frequency of drop formation and the drop size in a co-flowing

device. In a co-flowing geometry two regimes can exist depending on the capillary number. For

low capillary numbers a dripping regime is observed, characterized by a steady drop formation.

Instead, for high capillary number a jetting regime appears, which does not present steady drop

formation. We show that, in the latter case, the system responds to the periodic forcing imposed

by a laser beam whose power has been sinusoidally modulated.This forcing is not driven by

solutocapillarity like the laser-induced force on the drops, but by a localized decrease of the

viscosity of the inner fluid in the heated zone, which reduceslocally the capillary number. In

the presence of such a periodic forcing, the system is induced to produce drops at the frequency

imposed by the laser. In this way, drops of a fixed size can be produced and the size can be tuned

by adjusting the frequency of the laser modulation.

The perspectives opened for applications of this work are multiple. As mentioned before,

the development of microfluidics requires the implementation of functions to control the drops

behaviour at various stages. This work, therefore, offers alaser technique to achieve this control.

The heating involved in the use of the laser technique makes it specially suited for applications

that require heating the components. In this sense, it wouldbe particularly interesting to use the

laser forcing with drops that contain the reagents for an endothermic reaction. In this case, heat

acts as a catalyst for the reaction and therefore the laser beam can be used simultaneously to stop

a drop for observation while mixing its components and triggering the chemical reaction.

In such a case the laser heating is an advantage, since it favors the analysis that one wants to

study. In some other cases, on the contrary, laser heating may be seen as a disadvantage since

it may damage the drop contents, as for example in the case of cells. For applications where

heating may be dangerous, using the laser technique to mix the drop contents may be unsuitable.

In fact, as shown in Chapter 5, the Marangoni flow imposes little heating to most of the drop

contents, while the fluid particles that experiment the highest temperature increase are heated

for short times and with long periods at ambient temperature. By mixing the drop contents,

the possibility of exposing the sensitive samples to significant heating increases. However, for

purposes of routing and tuning the drop formation, the lasertool keeps its utility in cases where

heating is not advisable.
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Holographic techniques can be used to parallelize the use ofthe laser beam in microfluidic

applications, as already shown in Chapter 4. In this sense, one can imagine applications where

several laser spots are used to simultaneously tune the sizeof drops in a co-flowing device, store

them in an array and mix their contents. Holographic techniques, however, are not widely spread

and introduce large complexity to the system. Moreover, thefrequency of switching between

holograms is limited to a few Hertz and therefore cannot achieve the high throughputs required

for series LOC applications. Instead, other simpler techniques may be used, as the utilization

of galvanometric mirrors that displace the laser beam across the microchannel geometry. Gal-

vanometric mirrors can tilt at frequencies up to some megahertz with precision of a fraction of a

millisecond of arc, thus rendering a single laser beam ubiquitous, emulating the function of the

holograms but with higher performance.

Concerning the more fundamental aspects of the thesis, an open question remains regarding

the mechanism involved in the redistribution of surfactantdue to the laser heating. One hypoth-

esis has been invoked, which is the thermal migration of surfactant micelles, lowering the local

concentration of surfactant and therefore promoting the desorption of surfactant from the drop

interface. However, other mechanisms may be present. This question, lying beyond the objective

of this thesis, constitutes an interesting fundamental physicochemical problem.

Furthermore, the three dimensional nature of the flows was ignored within most part of this

thesis. In fact, the shallow approximation was used, which consists in averaging the flow over the

depth of the microchannel, supposing a parabolic profile in that direction. This approximation is

valid for high aspect ratiow/h, with w andh the width and depth of the microchannel, respec-

tively. However, it is probable that the Marangoni flow has a component in the third direction

and this component may have an important influence on both thelaser-induced force created on

the drops and the mixing using the Marangoni flow. An approachto deal with this three dimen-

sional flow could include numerical simulations, confocal microscopy in order to obtain three

dimensional velocity fields or the construction of microchannels with low aspect ratiow/h.
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UTADA , A. S., FERNÁNDEZ-NIEVES, A., STONE, H. A. & WEITZ, D. A. 2007 Dripping to

jetting transitions in coflowing liquid streams.Phys. Rev. Lett.99 (9), 094502.

VAINCHTEIN , D. L., WIDLOSKI , J. & GRIGORIEV, R. 2007 Mixing properties of steady flow

in thermocapillary driven droplets.Phys. Fluids19 (6), 067102.



120 BIBLIOGRAPHY

VANAPALLI , S. A., BANPURKAR, A. G., VAN DEN ENDE, D., DUITS, M. H. G. & MUGELE,

F. 2009 Hydrodynamic resistance of single confined moving drops in rectangular microchan-

nels.Lab Chip9, 982–990.

V IGOLO, D., BRAMBILLA , G. & PIAZZA , R. 2007 Thermophoresis of microemulsion droplets:

Size dependence of the Soret effect.Phys. Rev. E75, 040401.

VOTH, G. A., HALLER, G. & GOLLUB, J. P. 2002 Experimental measurements of stretching

fields in fluid mixing.Phys. Rev. Lett.88 (25), 254501.

WARD, T. & HOMSY, G. M. 2001 Electrohydrodynamically driven chaotic mixingin a translat-

ing drop.Phys. Fluids13 (12), 3521–3525.

WONG, H., RADKE , C. J. & MORRIS, S. 2006 The motion of long bubbles in polygonal capil-

laries. Part 1. Thin films.J. Fluid Mech.292, 71–94.

X IA , Y. & W HITESIDES, G. M. 1998 Soft lithography.Angew. Chem. Int. Ed.37, 550–575.

XU, J. & ATTINGER, D. 2008 Drop on demand in a microfluidic chip.J. Micromech. Microeng.

18, 065020.

YOUNG, N. O., GOLDSTEIN, J. S. & BLOCK, M. J. 1959 The motion of bubbles in a vertical

temperature gradient.J. Fluid Mech.6 (3), 350–356.

ZONDERVAN, R., KULZER, F., VAN DER MEER, H., DISSELHORST, J. A. J. M. & ORRIT,

M. 2006 Laser-driven microsecond temperature cycles analyzed by fluorescence polarization

microscopy.Biophys. J.90 (8), 2958–2969.


