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Chapter 1

Introduction

1.1 An introduction to microfluidics

Since always, nature has been able to exploit the featusi@dflow through structures whose
size ranges on the scale of microns to achieve transport @driala Carriage of nutrients, cells
and oxygen within blood capillaries and air breathing tigtothe lung airflows, are only few
examples. The presence of micron sized structures in natoigh contain and conduct fluid
flow has major consequences for life. For example, feedinghar@sms for tall trees against
gravity are possible thanks to the flow created inside tloeig Inarrow cells. These cells, filled
with a liquid medium called cytosol that carries nutriemisyy reach several centimeters in length
but are only few microns in thickness. Their inner surfaceasered by thin filaments and
microtubules which move to induce fluid flow in their viciniffhanks to the nature of the flows
at small scales, this fluid flow near the cell surface dragsviingle bulk of cytosol thus creating
a recirculation flow that allows for the transport of nutteefPickard, 2003; van de Meeet al.,
2008].

In science, fluid at the micron scale has been object of are@song attention since the
late 1980s. From this moment, inspired in the developmemh®fsemiconductor technology
which allowed the creation of integrated circuits, micrafias was born holding the promise
of miniaturizing and automating the work in biological arftemical laboratories. One aim of
microfluidics is to implement all the stages of a chemicalioldgical test inside a single, small,
portable, reproducible and cheap device. Such a devicedneskemble very much a sensor
from the point of view of the user, but it would be in fact anemble of channels of microscopic
dimensions where reagents and catalyzers are mixed, itecsibad products are separated and
detected. Such a device, integrating all the steps of a dagrtest in a single chip is usually

1



2 CHAPTER 1. INTRODUCTION

referred as Lab-On-a-Chip (LOC), or micro-Total-AnalySigstem [t TAS).
Imagine for example that one wants to study the chemicatimac

A+B=0C, (1.1)

where A and B are chemical reagents aidis the product of their reaction. Traditionally, to
study such reaction one would make solutions contaidiragd B in fixed concentrations, bring
them together in a beaker, mix them by means of a magnetiatagdand a rotatory magnet and
analyze the products in some way or another. Making a rough&son one would need at least
a few milliliters of each solution to perform the reaction.

In the LOC approach, instead, one would study the same ogaictia device similar to the
one schematically represented in Fig. 1.1. This deviceistinaf a manifold of small channels
with sections specially designed to carry out the reactioh)(and detect the produ€t. The
overall dimensions of the device would be small enough athfted with your fingers and it
would be able to contain a volume of fluid of the order of a fi@cof a microliter.

The working mechanism of the LOC device would be esentiaidyfollowing: Solutions of
A and B would be injected through inlgtand inleg; respectively and flow down the channels.
After meeting, both solutions would be allowed to mix in th&img chamber for a given time
and then the mixed fluid would be sent to the section of the mblamhere the presence 6fis
detected.

® 4

-C

mixing chamber

. —
I I ] I

= .~ ( ) outlet

- !
o . - detection

inletg

Figure 1.1: Schematic of a LOC device.

The traditional method can be improved by the used of mipetpes and microarrays, which
allow the reduction of the used material, but anyway the L@@r@ach uses much less material
and equipment. Now, if we require to study a large number aftians of the reaction (1.1),
for example the effect of varying the relative concentragiof A and B, the temperature or pH,
in the traditional method one would have to repeat the pstes necessary number of times,
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with the associated consumption of material and time. Th€ lapproach instead would use a
modificated device, for example the one shown in Fig. 1.2¢tviheplicates the mixing chamber
to inject a catalyst in different concentrations. In thisyyasing a single chip, one would be
able to perform a large set of experiments, using esentiadysame amount of time a single
experiment would require and with little material waste.

inlet .,

o 4
= B
-C
% catalyst

inletp

Figure 1.2: Schematic of a LOC device.

Reduction of material and time is what makes microfluidicenseresting for fields such as
chemistry and biology. To have an idea of the large numbexkpéements that are involved in
the research of these fields, consider genetics. The hunmmgecontains about 20 thousand
genes. Each gene has specific functions, usually relateghtbesis of proteins, and most of
them remain unknown. The study of such a huge library of gesggires a lot of work and it
is not likely to advance rapidly if the analytical processi®d automated and parallelized. The
development of microfluidics offers the required autonraaad parallelization for this kind of
process. In fact, genetics and protein analysis are vemedalds that have boosted the research
in microfluidics.

1.1.1 Microchannels

One of the first LOC prototypes reported in the literature d&seloped by Harrison in 1992 [Har-
risonet al, 1992]. This device consisted of a network of channels miachined in a glass
substrate which was covered by another glass plate thadsda channels. A mixture of flu-
orophores was injected through holes drilled on one of taegyplates and driven by means of
electric fields through a long straight channel. Becauseeftiifferent electric properties of the
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fluorescent molecules, they flowed through the channel &rdiit speeds and therefore they
separated into two distinctive plugs. The goal of the dewias to detect the fluorescence peaks
associated with both fluorophores as they flowed throughhbarel.

The device measured 14.8 cmn3.9 cmx 1 cm. Its fabrication was expensive and compli-

cated because it required special and time consuming meflooaarving the channels in the
glass and bonding the glass surfaces. In fact, it was catsttwsing the methods already avail-
able from microelectronics which were based on the glassiindn technology. Since then, the
materials for fabricating microchannels have evolvedjiteaglass and silicon aside to embrace
polymeric materials. Relative to glass and silicon, polyrieave several advantages: they are
cheaper, flexible and moldable and they can be sealed elsily,reversibly through Van der
Waals forces and irreversibly through chemical bonds.

In the late 1990s decade, a number of papers from the grouphite¥iles [for a review

see Xia & Whitesides, 1998; McDonadd al., 2000] revolutionized the field of microfluidics by
introducing a new method for microfabrication called sdaftdgraphy. This method, based on
the patterning of polymeric materials allows the constarcand replication of microstructures
in a cheap and fast way, without the need of a white room. The&lsteps of soft lithography

are:

1. Creation of a mask. In this step the geometry of the microchannel is conceivet thie

aid of a computer software and printed with high resolutiaradransparency to obtain a
photomask.

. Construction of a mold. A resistant mold is created by lithography. The lithographi

procedure is schematically shown in Fig. 1.3: First a thyetaf a photosensitive material
(a “photoresist”) is deposited onto the substrate. Thenlaper is patterned by selectively
exposing it to a radiation source with the aid of the photdmdsinally, the surface is
etched, that is, corroded by chemicals or ions to dissolgeutiexposed portions of the
photoresist and expose the pattern. The resulting stesare strong, durable and precise
and are to be used as a mold for the microchannels.

. Replication. The mold obtained in the previous step, which contains theraohannel

geometry in relief, is used to cast a polymer called polygtimglsiloxane) (PDMS) which
is deposited onto the mold in a liquid state and allowed te éoir some time. Once cured,
the PDMS is peeled off the mold and sealed against a substrédem in this way the
channels between the substrate and the polymer block. saatsthe channels to inject
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radiation

chemicals or ions

/ °
® )
mask °
photosensitive film ° °
°
° ® °
°

substrate

(a) Deposition (b) Patterning (c) Etching

Figure 1.3: Sketch of the lithographic process: (a) Depwsiof the photosensitive layer. (b)
Exposition of the photosensitive layer to radiation to @attthe layer. (c) Etching of the layer to
expose the pattern.

and recover the fluids is provided by holes punched in the PDBfSre sealing it to the
substrate.

This method is particularly suited for LOC applicationsicg, once the mold has been cre-
ated, it allows for the rapid fabrication of a large numberd&ntical microchannels. The idea
of having reproducible devices is therefore accomplisheitiia stage. Moreover, soft lithog-
raphy has proven to be useful for a wide range of applicatimatuding the patterning of sur-
faces for manipulating their hydrophobicity and achieveuperhydrophobic surfaces [Bartolo
et al, 2006; Corteseet al., 2008] and the creation of culture chambers for the studyetif ¢
behaviour [Poujadet al., 2007].

Atop view of a particular microchannel fabricated with dftography is shown in Fig. 1.4(a).
The block of PDMS has the channels carved in its surface aisds#aled against a glass sub-
strate. Channels are 50m in depth, between 250 and 5@@n in width and some millimeters
long. Holes have been punched in the PDMS block to allow fluehter and leave the channels;
the fluid is injected through tubes conecting the fluid reses\vand the channel inlets and recov-
ered in the outlet through another tube. An image of the samaarel is shown in Fig. 1.4(b),
where the glass substrate and the tubes can be observed.

1.1.2 The challenges of microfluidics

Miniaturization of the laboratory processes aims to redgigvaste, costs and time. Microfluidics
responds to the need of miniaturizing the work in laborawhy the construction of devices that
correspond to the reduced equivalent of a laboratory sefupenent to carry out analyses. To
do that, microfluidics needs to deal with two fundamentaitashe shrinking of the laboratory
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@ ( ' Imm W
inlets—-—>ﬁ

¥__microchannel g

outlet

| r

Figure 1.4: (a) Image of a microchannel in PDMS. Tubes arag#d in the inlets and in the
outlet, allowing for the fluid to be injected and recoverel) Ifnage of a microchannel. The
glass substrate and the tubes for fluid injection and cadlecan be observed.

processes and their integration in a single chip. The cbimeplementation of these points
is fundamental for the success of LOC, but miniaturizatiod ategration are not necessarily
straightforward.

Concerning miniaturization, challenges rapidly arrivedugse the physical mechanisms in-
volved in the analytical processes do not necessarily st@alen favorably. For example, the
hydrodynamics of small volumes of fluids is ruled by viscgswwhich imposes problems for
mixing the species of an analysis. Another example is thblpro of detection. When decreas-
ing the volume of fluid the number of molecules available soakduced, so detection becomes
a highly challenging problem. As a third problem, fluids Bapenetrate all spaces of the mi-
crochannels, both due to capillarity and fluid flow. This,rgavith diffusion, complicates the
correct manipulation of material dissolved in the fluids:chdichannels, although constituting
a convenient platform for microfluidics, lack the necessamynpartmentalization to avoid the
dispersion of the species.

Integration is not less problematic, mainly because feeklmaechanisms are inherently
present in the channel networks, so special care must ba takibe design of the LOC de-
vices for each component to function properly. For exampiessure drops in one portion of
a microchannel affect the behaviour of the entire deviceaidgdispersion must be reduced to
avoid contamination between different stages of an arslysi

Dealing with these and other problems requires a deep uadeiag of the physical pro-
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cesses present in microfluidics. In this sense, microflaidanstitutes a platform to perform
fundamental research, since it brings out physical phenantieat do not usually appear at
macroscopic scales. For microfluidics applications, fumeiatal research has focused on un-
derstanding and predicting the behaviour of microfluidisteyns. This is specially necessary
for extracting scaling laws that are valid in a high numbecases. One example is the study
of the non linear dynamics of fluid interfaces present whemisgible fluids are injected in the
microchannels, which is of particular interest to desctheetransport of drops and bubbles in
microchannels.

Together with this fundamental research, microfluidicert$fare often directed to the devel-
opment of new approaches to face the different steps of dpsasian this sense, a large number
of microfluidic components have been developed to carry petific laboratory functions in a
manner completely different from the way they are done irchetiop experiments. These com-
ponents must be able to properly work in the miniaturizedrenwnent, that is, overcoming the
limitations imposed by the physics at the microscopic scate example, microfluidic compo-
nents that mix the reagents of a reaction must be able to ddaligcosity dominated flows,
detection methods must be optimized to detect low quastdfanolecules and fluids must be
manipulated properly to avoid their dispersion.

A particular approach to deal with the microfluidics probeis the introduction of drops.
Though in principle microchannels constitute a reasongblyd chamber to perform chemical
and biological analyses, further encapsulation is oftesirdble. The integration of drops as
a microfluidic component has given rise to droplet-basedafiiddics (also called “digital”
microfluidics), which constitutes the basic ground for thissis work and that we discuss in the
next section.

1.1.3 Droplet-based microfluidics

Drops are attractive components in microfluidics becausg tan encapsulate, transport and
isolate reagents, cells or genes (or virtually any pafti&eeping their contents uncontaminated.
One of their most important characteristic is that theyalior accurate manipulation of discrete
volumes of fluid through the manipulation of the drop as a whbi fact, drops can be fused and
their contents can be mixed to trigger a reaction and theyxoanentrate the products of a given
reaction to facilitate detection. Figure 1.5 shows exaspfehese uses of drops: encapsulation
[Fig. 1.5(a), [Lucet al., 2007]], fusion [Fig. 1.5(b), [Taet al,, 2004]], mixing [Fig. 1.5(c), [Song
et al,, 2003]], and detection [Fig. 1.5(d), [Huebredral,, 2007]]. In that sense, digital microflu-
idics bases the implementation of all the steps of an arsatysthe manipulation of drops.
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Figure 1.5: (a) Encapsulation of yeast cells in drops of @aggflowing in mineral oil inside a
microchannel. Taken from [Luet al,, 2007]. (b) Fusion of three drops inside a microchannel.
The arrow indicates the direction of the flow. Taken from [Eral, 2004]. (c) Mixing inside
drops in a serpentine channel. Taken from [Seh@l, 2003]. (d) Detection of drops. When
observed from a fluorescence microscope, each drop appeamseak fluorescent peak. Larger
fluorescent peaks are observed when a cell is contained drolpe From [Huebneet al., 2007].

Drops have another interesting feature that makes thenciarly suited for parallel LOC
applications and it is their character as isolated microdbexrs. In fact, each drop may be con-
sidered as an individual analysis chamber to contain a aepegaction and in this way they can
be used to parallelize the work avoiding to increase theaizkvolume of the microchannel.

The success of digital microfluidics depends on the impldatem of efficient drop oper-
ations for each analytical step. For this, the developméstrategies for controlling drops is
fundamental at each stage, from the drop formation, paskeiogigh the drop transport, to the
final detection process. Now, we will briefly review three damental drop operations which
are relevant for this thesis: drop formation, routing ofg@nd mixing.
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Formation of drops

Drop formation is a process characterized by the fractgoina stream of fluid (the “dispersed
phase”) in an immiscible carrier fluid (the “continuous péiasDuring the drop formation pro-
cess the components of an analysis, dissolved in the desphpisase, are encapsulated. Within
drops, isolation is ensured by the utilization of a carrigidfthat completely wets the walls of the
microchannel, thus creating a thin film between the wallstheairops and therefore completely
surrounding the drops.

The success of droplet-based microfluidics depends on tity &bprecisely produce highly
monodisperse emulsions of controlled size. Although umaw the mechanisms involved in the
process of drop formation are obscure, it is known that ibives shear stresses, inertial drag,
hydrostatic pressure and surface tension. The dominanmeeobr other of these forces defines
different regimes of drop formation. Regimes dominated isgaus forces are characterized by
unsteady and even chaotic drop formation [Garstetkl.,, 2005]. On the contrary, when sur-
face tension or inertia dominate, periodic and stable doométion cycles are obtained. In these
cases, the production of highly monodisperse emulsionbéas proven in microfluidic devices,
the dispersion in the drop radius ranging around 1% [Gakstt@l., 2004] at frequencies vary-
ing from a few Hertz [Funfschillingt al, 2009] to some kilo Hertz [Gafian-Calvo & Gordillo,
2001] and with controllable drop sizes [Garsteekal., 2006; Castro-Hernandez al., 2009].

The most common microfluidic devices to produce drops, shimmaig. 1.6, are the T-
junction, flow focusing and co-flowing devices. Generallgaing, these devices are based on
the separate injection of the dispersed and the continuoasepinto a region of the microchan-
nel where the dispersed phase breaks up due to the hydro@yfanoing exerted by the carrier
fluid.

In a T-junction, shown in Fig. 1.6(a), the carrier fluid floussdugh the main channel and the
dispersed phase is injected perpendicularly, forming ardplormation occurs by segmentation
of the dispersed phase in the continuous phase. In flow foguwevices [Fig. 1.6(b)], instead,
the continuous phase and the dispersed phase convergensteatmn zone where the flows are
focused and where drop pinch-off occurs.

Drop formation in these two devices, when capillary foreggély dominate over inertial and
viscous forces, is driven by a sequence of hydrodynamic areésims, namely (i) an increase of
pressure due to the blockage of the continuous phase by tlem@dg column of dispersed
phase, (ii) the subsequent squeezing and thinning of thisrcoby the continuous phase and
(i) the final destabilization and breakup of the column whebecomes too thin [Garstecki
et al, 200%]. In this regime, the reproducibility of the drop formatioycle, and therefore the
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Figure 1.6: Different geometries used for drop formatia): T-junction, (b) flow focusing and
(c, d) co-flowing. In coflowing devices, two regimes may existpping (c) and jetting (d).

monodispersity of the drops, is ensured by the slow, quagistature of most part of the pro-
cess, from the blockage of the continuous phase until jusiré&¢he column breakup. Instead,
the pinch-off event is a singular, unstable and extremedy ffocess [Eggers, 1993]. Polydis-
perse emulsion, however, may be produced if capillarityamgér dominates over viscosity or
inertia [Garstecket al., 2005]

The mechanism of drop formation in co-flowing devices dgfEom the other two cases. In
the co-flowing device, shown in Figs. 1.6(c) and (d), the @ispd fluid is injected inside the
carrier fluid, both fluids flowing in the same direction. Hedepending on the surface tension,
the densities, viscosities and velocities of both fluidspdiormation may occur right at the
entrance of the dispersed phase, a regime called drippigg 1f6(c)], or further downstream,
a phenomenon named jetting [Fig. 1.6(d)]. It is largely ated that a Rayleigh-Plateau-like
instability rules the mechanisms of drop formation in bodises and that the different regimes
observed correspond to different hydrodynamic instaedit while the dripping regime would
correspond to an absolute instability of the column of dispe phase, characterized by a steady,
reproducible drop formation frequency and size, the jgttegime would be a result of a convec-
tive instability associated with an unsteady drop formatrequency and a higher dispersion in
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the drop size [Huerre & Monkewitz, 1990; Guillet al., 2007; Gafan-Calvo, 2007; Utadaal.,
2007; Herradat al., 2008].

Routing of drops

In a complex channel network, where bifurcations, turnsiatersections of channel branches
occur, the trajectory of drops is a key point to be considéoedhe success of a droplet-based
microfluidic device. Although the most obvious router exigtin microfluidics are microchan-
nels themselves, the trajectory of drops within the micawctels is not always obvious, due to
the presence of bifurcations and interaction between daogsalso due to the deformability and
breakability of the drops.

Indeed, the flow of drops immersed in another fluid inside aankhis not a trivial problem
and their trajectory is a complex function of the fluids visities, the surface tension, the pres-
ence of surfactant molecules, the drop size and the chaeoehgtry. In the description of the
transport of drops inside a microchannel, two regimes catisisguished:

1. When the concentration of drops is low enough, a simpkiegy to accurately predict
the trajectory of drops inside a microchannel is to considerflow of the carrier fluid in
the absence of drops. This flow typically consists in a Pdigeflow [Tabeling, 2003],
characterized by a linear dependence of the flowaite the pressure difference between
the ends of the channélp:

Ap = QRhyda (12)

whereRy,,q represents the hydrodynamic resistance of the channelesuibles its oppo-
sition to fluid flow. R4 is a function of the channel geometry and the fluid viscodity.

particular, the longer and narrower the channel and the wisceus the fluid, the harder
it is for it to flow.

Considering the shear stress on the drop due to this flow, theement of a drop in a
bifurcation can be predicted, as explained by Tan et al. ftaal., 2004]. As a general
rule, the drop will move in the direction where the flow vetgads higher, as long as shear
stresses are low enough to prevent the drop breakup.

2. When the number of drops in a microchannel is high, thecetiethe drops in the flow
drives interactions between them and therefore must bedsaresl. At first order, the per-
turbation of the flow by the presence of a drop is accountetiyan extra hydrodynamic
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resistance associated with the drop. In this sense, a drogn&dered as a constriction
when calculating the streamlines of the carrier fluid flow. eThoving drop interface,
therefore, is a source of nonlinearity which can lead to demgrop traffic due to interac-
tions between drops, as shown experimentally by severabesifEnglet al,, 2005; Jousse

et al, 2006; Fuerstmaat al,, 2007; Prakash & Gershenfeld, 2007]. Despite the complex-
ity of this problem, accurate predictions can be made fordilog trajectory in this work
frame, given that drops remain unbroken and their positidhe microchannel is a known
initial condition [Schindler & Adjari, 2008].

The resistance associated with a drop is a complicatediumof the fluids viscosities,
the drop velocity and size, the channel geometry and theepeesof surfactant. Besides
the several phenomenological expressions that have bemediéor the hydrodynamic
resistance of drops and bubbles in different conditiongffimaret al., 2007; Adzima
& Velankar, 2006; Vanapallet al,, 2009], the drop resistance can be measured, whether
directly using pressure sensors [Adzima & Velankar, 2006y indirect methods that
extract the hydrodynamic resistance of single drops froair ihteractions [Labroét al.,,
2009; Vanapallet al., 2009].

Careful considerations on the microchannel geometry amfetitures of the drops allow for
a precise control of the drop trajectory using the desam@imentioned above. This passive
framework, that is when the trajectory of drops is contibaly by the flow of the external fluid
and the hydrodynamic interactions between drops, allowshi® implementation of the most
important routing functions, for example the sorting of ggdased on their size, as shown in
Fig. 1.7(a) [Chabert & Viovy, 2008] or more complex functsoosuch as the implementation of
the basic logic operations AND, OR and NOT, as shown in Fig(k).[Prakash & Gershenfeld,
2007].

Sometimes, however, it is useful to have an active contret the transport of drops, that is to
apply external fields to modify the trajectory of drops. Altigh the utilization of an external field
introduces complexity to the problem, it provides a way thace the control in microfluidics
and to create extra functionality that cannot be achievedt ¢east not easily, in the passive
framework, for example the development of sampling praoothe sorting based on the drop
contents rather than the drop size.

Several strategies of drop routing have been developed lmasthe application of external
fields. Examples are the utilization of electric fields [Fig8(a), [Ahnet al, 2006]], light
[Fig. 1.8(d), [de Saint Vincersdt al., 2008]], or acoustic waves [Fig. 1.8(c), [Frardeal., 2009]].
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Gate Operation

=

AND - OR Gate

INVERTER - AND Gate

Figure 1.7: (a) Passive sorter. Drops containing a cellfasone indicated by the arrow) are
larger and are recovered in upper channel. From [Chaberto&yi2008]. (b) Implementation
of the logical operations AND), OR (+) and NOTY). From [Prakash & Gershenfeld, 2007].

Figure 1.8: (a) Routing of drops using an electric field, gatezl with electrodes (repre-
sented by triangles). From [Ahat al, 2006]. (b) Routing of drops using a laser beam.
From [de Saint Vincenet al, 2008]. (c) Routing of drops using a traveling acoustic wiawve

the direction perpendicular to the flow direction. From [ikaet al., 2009].
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Mixing

Mixing constitutes a fundamental function to be implemedntemicrofluidics, since many types
of analysis require mixing of different components. Howetke flows in microfluidics are
dominated by viscosity and therefore turbulence, whicldtg@nd efficiently mixes the fluids
at macroscopic scales, are absent in microfluidics. Infatdtput the implementation of efficient
stirring mechanisms, mixing in microfluidics is ruled byfdgion which is a process too slow
for efficient LOC.

In viscosity dominated flows, efficient mixing relies in theeation of chaotic streamlines
which, in complement with diffusion, homogenize thorouygthle fluid [Aref, 1984]. The princi-
ple of mixing through chaotic streamlines consists in theegation of thin stripes of the unmixed
fluids, across which diffusion may take place to homogeriresample. The repetitive thinning
of these stripes enhances the homogenization of the fluiddwycing exponentially the distance,
and therefore the time, for diffusion to take place. Thisgiple is shown in Fig. 1.9, where
the patterning of one of the channel walls induces a trasaVéiow that mixes two streams of
fluid [Stroocket al., 2002].

0.2cm
3cm e

Ay =

Figure 1.9: Generation of chaotic flows inside a channelaltor the homogenization of the
fluid inside a microchannel. At the entrance, two streamsnmgeeted, one containing a fluores-
centdye. The fluid almost completely homogenizes 3 cm dfteentrance. Taken from [Stroock
et al, 2002].

These mixing principles have been successfully appliedopldt-based microfluidics. In
fact, drops are very attractive mixing chambers. One onél naiting inside drops can be ef-
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ficiently implemented without inducing dispersion. Als@pds can be manipulated to induce
chaotic flows inside them and this way achieve fast mixindgha@rtsmall volumes.

Chaotic flows inside drops may be created in two ways. Firstudph the circulatory flow
that naturally occurs in drops while they translate inside@@ochannel which may be controlled
by manipulation of their trajectory. This is exemplified iretFig. 1.5(c), where drops are forced
to flow through a serpentine channel [Sataal., 2003]. During their path, an alternating circu-
latory flow is created inside the drops, which allows the map@f their contents [Stone & Stone,
2005].

A second method to induce chaotic flows inside drops is by pipéi@ation of external fields
that drive fluid flow inside the drops. In fact, external fielg@g. acoustic [Sritharaset al,
2006], electric [Glasgovet al., 2004; El Moctaret al., 2003] and magnetic [Baet al., 2001]
fields) have been used for mixing parallel streams of misdinids. However, although mixing
inside drops using external fields has been both theorgtivdard & Homsy, 2001; Grigoriev,
2005; Vainchteiret al., 2007] and experimentally [Frommadt al., 2008; Grigoriewet al., 2006]
proven, few examples exist in the literature of digital roftuidics.

1.2 Flows at the micron scale

Before entering into the bulk of the thesis, we will brieflyaiyze the physical features of micron
scale flows that are relevant for microfluidics. In particuege will discuss the characteristics of
viscous flows, which rule the hydrodynamics of microfluidie® will compare the importance
of diffusion versus the transport due to fluid flow, which ghesdifficulty of mixing, and we will
introduce the basic capillary phenomena present in digitatofluidics.

Fluid flow at the micron scale often behaves differently tharat we are used to in the
macroscopic world [Purcell, 1997]. Though not small enoagho make the molecular size to
become important, fluid at the micron scale is governed byogisy and surface forces, contrary
to flows at macroscopic scales such as the oceanic streamss@ieric movements and pipe
flows where inertia is relevant and body forces like gravigyianportant.

To give an idea, imagine a microscopic organism living in agadSuch an organism cannot
simply swim by moving back and forth their flaps (supposinggitl any flaps) because this way
it would only succeed to sway. Flows at this scale is revé&sand therefore small organisms
such as bacteria needed to develop swimming strategiebtbak the temporal symmetry in
order to move from one place to another. Another feature addlat the micron scale is that
force is proportional to velocity, not acceleration. THere, while swimming in one direction, a
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microscopic organism can stop or turn with no deceleratioe$. The nature of the flows makes
it also very hard for these organisms to reach for food, if/thee not fast enough, since their
own movement towards the food drags the food itself awaye#ts they can quietly wait for the
arrival of food by brownian motion. Finally, for a microsaorganism the surface of the water
pond seems like an impenetrable, elastic wall.

These features are consequences of miniaturization anblecaxplained by considering the
relative importance of inertia, viscosity, diffusion arapdlarity.

1.2.1 Reynolds number

The flow of an incompressible fluid of viscosityand densityy under the influence of a body
force per unit volumd is governed by the Navier-Stokes equation:

p (88_: +v- VV) = —Vp+ Vv +f, (1.3)

wherev is the velocity of a fluid elemenp,is the hydrostatic pressure anthe time. The Navier-
Stokes equation is simply Newton’s second principle appicea fluid particle. The left hand
side of Eqg. (1.3) is the inertia of the fluid per unit volumepgmosed by the temporal change of
the velocity and the advection of fluid velocity. The righndaside of Eq. (1.3) are the forces
per unit volume acting of the fluid element, which accounttfe& hydrostatic pressure gradients
Vp, the viscous dissipationV?v and the body forces per unit volunigsuch as gravity.

To compare the importance of inertial and viscous forcesyite U as the typical value of
the velocity magnitude andl for the characteristic length scale over which the veloedgtor
changes. Typically, the temporal scale of flow can be written,.,, = L/U. This allows us to
rewrite the inertial forces on a fluid particles as

U2
finertial - pf: (14)
and the viscous forces as:
U
fviscous - nﬁ (15)

The relative importance of inertia to viscous dissipat®given by the raticf;,c tia/ fviscous- THIS
ratio is known as the Reynolds numberReU L /n and is widely used in hydrodynamics since
it plays a major role in the characterization of flows. Largéues of Re (Re> 10° — 10*) are
typically associated with turbulent flows, since the nogdinterms of Eq. (1.3) are dominant in
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that case. On the contrary, when Re is small the inertialgdeshiEq. (1.3) can be neglected,
obtaining this way the linear Stokes equation:

Vp —f =nV3v. (1.6)

We can estimate the value of Re in microfluidics by taking gmcal values values of,,
which are between a few microns and some hundred micron§ avitich ranges between a few
microns to some millimeters per second. Taking the visgaaitd density of water as typical
fluid properties f = 1000 kg/m? andn = 1 mPas respectively) we obtain Re values that range
betweenl0~¢ and 0.1. Therefore, inertial terms are negligible in miariolics and fluid flow is
governed by the Stokes equation. Moreover, body forces earsbally neglected in most cases,
since gravitational forces are irrelevant in microfluidics

Stokes equation, together with the appropriate boundargliions, fully determine the state
of the flow inside a microchannel. In microfluidics, boundaonditions must account for the
solid walls of the microchannel, which impose a zero veloddoundary conditions must also
reflect the way the fluid is injected to the microchannel, Ugulry imposing a constant flow rate
or a constant pressure difference across the channel.

Solutions to Eq. (1.6) are known as Stokes flows (or sometareeping flow). Stokes flows
are responsible for several features present in microfisiiaind in micron scale flows in general.
In the first place, the absence of the non linear inertial $amStokes equation implies the total
absence of turbulence. Indeed, Stokes flows are complateipar, which means that fluid flows
in parallel layers, without intercommunication betweeyels except for molecular diffusion.

Second, note that time does not interfere in Eq. (1.6), tewgéoth the instantaneity and
the reversibility of Stokes flows. Instantaneity referstte fact that the state of the flow in one
moment does not depend on the initial conditions of the flostdad, the whole state of the flow
can be deduced from the boundary conditions. Instantaalsityindicates that any change of the
pressure gradient reflects immediately in a change of treeitglfield, without relaxation times.
Reversibility, on the other hand, means that a time reveBsekks flow also solves Eq. (1.6). In
particular, this forces the fluid to go back to its originahddions if the boundary conditions are
reversed.

It is important to note, however, that the presence of drap®duces non linearity to the
problem. Indeed, drops represent a moving boundary conditiat at the same time responds to
the flow. Although the presence of drops never implies thaafppn of turbulence, it does affect
the instantaneity and reversibility of the flow by inducimgé dependent boundary conditions
and energy dissipation by viscous stresses.
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1.2.2 Peclet number

Diffusion is a process in which the thermally agitated males of the fluid collision the particles
or molecules suspended on it, driving them into movemeng difiusive movement of a single
particle consists of a random set of steps in all directiofise random nature of the diffusive
process makes it impossible to predict the trajectory ohglsiparticle. However, the mean
distance travelled by the particle due to diffusion follas statistical law

< 6x% >— Dt, (1.7)

wheredz is the displacement]) is the diffusive coefficient andis time. In Eq. (1.7)< - >
stands for statistical average and- indicates a limit for large times. Note, therefore, that
Eq. (1.7) does not describe a particle trajectory, but maepredicts the average behaviour
of a large number of particles. Suppose that we have a canmtainsize L full of water and
separated in two halves by means of a membrane; one half abtitainer has ink dissolved in
the water. Equation (1.7) gives an estimate of the time regubonce the membrane is taken off,
to homogenize the concentration of ink in the wateg; ~ L?/D. This diffusion time scales
as the square of the typical length and therefore it becomediey if the size of the chamber is
reduced. For example, taking the value/»for a small molecule in wateb ~ 10~? m?/s and
for L a typical microchannel widtlh ~ 100 zm, we obtainryz ~ 10 S.

The relevance of the diffusion time in microfluidics must bated to the flow characteristics.
For example, suppose that two streams of water convergenafting in a straight microchan-
nel, forming a T. One of the streams contains a dye dissolaet] as shown in Fig. 1.10, and we
expect it to diffuse across the width of the channel whilefthiel travels downstream. We have
seen that small molecules, such as dye, diffuse ou@Ha:m-width channel inrg;z = 10 s and
we wonder: During this time, how far have the molecules mal@gnstream the microchannel?
Two situations can occur, represented in Fig. 1.10. Whdteflow is slow and the fluid is
homogenized a short distance after the entrance, or theigléagt and both streams travel aside
without much interchange.

We can quantify these behaviours by comparing the diffusioe 744 calculated above to
the characteristic time scale associated to the figy = L /U, which gives the time required for
the fluid flowing at speed’ to travel the same distande Their ratiory;s /70w IS known as the
Peclet number Pe UL/D and quantifies the relative importance of advection due td flaw
to transport due to diffusion. If Pe is small, diffusion domies; we have the situation shown in
Fig. 1.10(a). Conversely, for high Pe advection is domireat the situation corresponds to the
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(a) low Pe (b) high Pe
water (7555 < water + dye water  [o #5552, = water + dye
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Figure 1.10: Schematic representation of situations wtiitesion dominates over fluid advec-
tion (a) and viceversa (b).

one shown in Fig. 1.10(b)

The diffusion coefficient depends strongly on the size of ghdicles. Intuitively, larger
particles diffuse slower, because, since diffusion liehhexmomentum transfer from molecules
of the fluid into the intruder particles, diffusion is lesseetive in displacing particles of larger
mass. This can be quantified using Einstein’s law which dessrthe diffusion coefficient of
spherical particles of radiusin a fluid of viscositys:

 kpT

D - ’
6mna

(1.8)

wherekp is the Boltzmann’s constant arid is the temperature of the carrier fluid. Equation
(1.8) gives only a general estimate Bffor most molecules and particles since it does not take
into account the shape or electrical charge of the molecule.

From small molecules dissolved in the fluids to suspensibherge proteins and colloidal
particles,D can range roughly from0~° m?/s down to10~* m?/s. Consequently, the Peclet
number can have a large range of values in microfluidics. Beipg of the nature of the fluid
and the diffusing particles, there can exist situationsretffusion rapidly homogenize the
fluids as in Fig. 1.10(a), favoring the mixing of fluids, onsitions where advection completely
overcomes diffusion and species travel without noticealdpersion as in Fig. 1.10(b). The
droplet approach of microfluidics favors mixing of the compots by decreasing the length
over which diffusion must act without inducing dispersionce all the components remain in
the drop.

1.2.3 Capillary number

It is important to note that, as the size is reduced, the setia volume ratio becomes large. In
fact, volume scales a&®, while area does ak?, so the surface to volume ratio scalesld.



20 CHAPTER 1. INTRODUCTION

This means that, as size becomes smaller, surface phen@memnas capillarity or evaporation
are important while bulk effects, such as gravity forces,rast. While evaporation is controlled
in microfluidics thanks to the confinement imposed by the adbannels and the high imper-
meability of the walls materials, capillary phenomena arevitably present in droplet-based
microfluidics.

Surface tension

Capillarity refers to the description of an interface begawévo immiscible fluids. An interface is
a transition zone between both fluids whose size is of a feveouddr sizes. From a mesoscopic
point of view, that is from the point of view of hydrodynamje@mn interface corresponds to a
geometrical surface between two fluids. However, a micnoiscdescription of an interface is
important to understand its properties.

Consider the molecules adjacent to an interface betweefldwis. While a molecule in the
bulk interacts isotropically with the surrounding molessithrough Van der Waals forces, that is
not the case for molecules near the interface which are giacan energetically less convenient
position [Fig. 1.11(a)]. An excess of free energy is therefassociated with the presence of
an interface. In order to minimize the free energy of theaystthe interface tries to use the
smallest area possible. Any increase in the area of thdateis energetically inconvenient and
can only occur at the expense of mechanical work:

AW = —~dA, (1.9)

where the coefficient that relies linearly the mechanical wodkl” and the increase of arelad
is called the surface tension and is a physicochemical piyppé€both fluids.

Surface tension is responsible for many phenomena obsendally life. Surface tension
makes small bubbles immersed in water to have a sphericaésh#dows thin films of soap to
form soap bubbles, breaks a thread of water into drops atutletef a faucet and sustains
objects in the surface of a liquid even if they are denser thariquid, like some insects that
“walk on the water” [Fig. 1.11(b)], for naming a few examples

Note that the surface tension may also be defined for fluid/sdkrfaces. In this case surface
tension is a relevant parameter to express the wettabflitysosurface, this is, the behaviour of
a volume of fluid deposited on the solid surface. In fact, éhrdgerfaces are involved in this
case: Between the fluid deposited on the surface and the Betideen the surrounding fluid and
the solid and between both fluids. A comparison between ttfacitension associated to each
interface defines the wettability of the solid substratecolild happen that the surface tension
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interface

@ o o

Figure 1.11: (a) Schematic representation of moleculaetr (b) “Water striders”, insects that
walk on water.

between the deposited fluid and the solid is very low and iheygetically favorable to form a
film of that fluid on the solid, isolating the surrounding fldiildm the solid. In such a case we say
that the fluid completely wets the surface. On the contranguld happen that the competition
between the surface tensions makes it energetically pitaieto form a “bump” of the deposited
fluid on the solid surface. This is called partial wettingthe case of droplet-based microfluidics
the carrier fluid must completely wet the microchannel wadlsrder to form the drops of the
dispersed phase. In most cases, the hydrophobic propeftl®I3MS favor the use of aqueous
drops in organic carrier fluids.

Surface tension is often manipulated by the addition ofesxtaints, which are molecules that
adsorb at the interface between both fluids. Surfactantsraphiphilic molecules, meaning that
they are formed by two distinct parts, a hydrophilic head artd/drophobic tail, as shown in
Fig. 1.12(a). In a water/oil interface the head of the sudiats molecules remains in the water
phase and the tail in the oil, which is favorable from an eetcgpoint of view, thus lowering
the surface tension. Note that we refer to oil and water fopécity, the same principle acts for
different mixtures of immiscible fluids such as water and, gédsand gas or even different oils,
with the appropriate surfactants.

The lowering of surface tension due to the addition of sti@iats is highly dependent on the
concentration of surfactant dissolved in the fluids [Fig.2{b)]. At low concentrations there is
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Figure 1.12: (a) Schematic representation of surfactanécntes. (b) Dependence of surface
tension with the concentration of surfactant.

plenty of space at the interface for molecules of surfadam@tdhere and therefore the surface
tension decreases linearly as the concentration of sarfaicicreases. But there is a point, called
the critical micelle concentration or CMC where the inteddbecomes saturated. From this
point, as the concentration of surfactant increases, inegetically more convenient for the

surfactant molecules to form micelles, which are aggregafesurfactant molecules, than to

look for an empty spot in the interface to adhere. Thereffimeconcentrations of surfactant

above the CMC the surface tension only decreases slighttytive concentration of surfactant

while the concentration of micelles increases.

Surfactants are widely used in the industry for various uggsmming agents, estabilization
of emulsions or solubilization (detergents). In droplaséd microfluidics, surfactants are usu-
ally present to avoid the fusion between drops, stabilizivegr surface. Moreover, the use of
surfactants is useful to avoid wetting of the channel wall$he dispersed phase.

Marangoni flows

From a hydrodynamic point of view, fluid/fluid interfaces regent a boundary condition that
defines the solution of the Stokes equation. Contrary todhe walls of a microchannel which

impose a non-slip condition for the fluid particles adjaderthe wall, interfaces are movable and
deformable. Fluid/fluid interfaces, therefore, transiné@ movement imposing the continuity of
the velocity at the interface. Note that no fluid crosses titerface, so velocity normal to the
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interface can only exist if the interface moves in that dicet At the same time, an interface
trasmits the forces acting on the fluid volumes, imposingctinuity of the stress tensor. In
the direction normal to the interface, this condition maketinto account the pressure difference
that a curved interface may sustain, as defined by the Yoapdace equation:

wherep, is the pressure difference between both fluids or Laplacsspre,H is the mean
curvature of the surface ands the surface tension of the interface. To illustrate thamney of
the Laplace pressure, consider a drop of raditlewing in a carrier fluid of viscosity) and the
normal stress,, exerted by the external flow on the drop surface

ov,

wherewv, is the component of the velocity field normal to the drop ifstee andd/on denotes
the derivative along the direction normal to the interfabeequilibrium, this viscous stress is
compensated by the Laplace pressure- v/a, but if the viscous stress is too high, the drop can
deform or even break. If we také as the typical velocity of the flow andas the relevant length
scale over which the normal velocity changes, we obtaindhat nU/a. The ratio between
the viscous stress and the capillary pressuyré, is known as the capillary number which is
defined as Ca- nU/~. For high Ca, therefore, the interface is deformed becaissews stresses
overcome the capillary pressure, while conversely, for @avthe Laplace pressure is high and
the drop remains spherical.

Besides the normal pressure that an interface may sustsamgantial force per unit area
appears along the interface if the surface tension is nattaoh This force is given by:

pe = Vi, (1.12)

whereV, indicates the tangential derivative along the surfaceeldinis tangential force tends
to move the interface from low to high surface tension zones.

In the presence of a surface tension gradient, therefoeantkrface is set into motion and
with it the bulk fluid, which is dragged by the interface. Thaxflinduced by the surface tension
gradient is known as Marangoni convection [Schatz & Nejt2€l01] and it is characterized
by a recirculation flow that goes, near the surface, from tive durface tension to the high
surface tension region and in the opposite direction famftbe interface, in order to ensure
mass conservation.
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Surface tension gradients may appear due to gradients falcsamt concentration, but also
from temperature gradients or the presence of electricsfiétdfact, surface tension is a function
of temperature, since molecular agitation alters the gtreaf molecular interactions. For most
systems the surface tension decreases with temperatureoiw, the presence of electric fields
induce the formation of electric dipoles in the fluids molesuand therefore a gradient of sur-
face tension appears when an external electric field tarigeht interface is imposed [Levich
& Krylov, 1969]. The Marangoni flows due to gradients of sotéat concentration, tempera-
ture or electric potential are known as solutocapillatitgrmocapillarity and electrocapillarity
respectively.

Drops suspended on a fuid can be set to motion by the impoofi@a gradient of surface
tension. In this case, circulatory flows inside and outsidedrops are created which make the
drops to “swim” in the external fluid. Although creating a dient of surfactant concentration
may be difficult, application of voltage differences and pamature gradients is usually simpler.
The most commonly used Marangoni method to induce drop mewers the set of an inhomo-
geneous temperature field, as exemplified in Fig. 1.13 Eiadb, 2008].

Figure 1.13: Displacement of a drop by means of a thermaligmad Taken from [Jiacet al,,
2008].

Note that the presence of surfactants can reduce the gtadiesurface tension that induces
a temperature gradient or an electric field by inhomogengamasering the interface [Chen &
Stebe, 1997]. In this sense, the Marangoni flows are a rekotiroplex competitions between
hydrodynamics and physicochemical processes.
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1.3 The objective of this thesis

1.3.1 State of the art in microfluidic manipulation

The appearance of digital microfluidics allows the creabdh. OC devices that use drops as
microreactors. Successful implementation of this LOCfptat requires the precise and con-
trollable handling of drops. The purely passive methodetas the geometrical control of the
fluid streamlines of the fluid that carries the drops can beeaxtly precise, but lacks the neces-
sary selectivity to act on individual drops and thereforerzd perform sorting of drops beyond
separation based on the drop size. For applications reguine sorting of drops based on their
contents, or the selection of individual drops for samplngposes, passive methods are not
sufficient. In these cases, the routing of drops by the agipdic of external fields is a convenient
approach that allows the implementation of more sophisideop sorting.

The use of external fields can present further attractivaedimey can be used to perform tasks
other than drop routing. In fact, external fields can be ueeter or trigger the process of drop
formation [Heet al,, 2005; Xu & Attinger, 2008], merge (eg. electrocoalescdtebertet al.,,
2005; Ahnet al, 2006y Link et al,, 2006]), split [Linket al, 2006] and detect drops [Net al.,
2007]. In particular, external fields allow the manipulataf the fluid inside the drop, which is
convenient to implement basic functions, such as mixingven more complex functions, such
as the production of particles [Denduketial., 2005; Carrollet al., 2008].

Examples of external manipulation of drops include the igpfibn of different kinds of
actuation, such as mechanical valves [Abatel., 2009], application of electric [Ahet al.,
200@] or acoustic [Franket al., 2009] fields and optical manipulation [de Saint Vincenal.,
2008]. Most examples reach a sorting throughput on the asflarfew kilo Hertz, which is
convenient for LOC applications, usually involved in theabysis of huge libraries. However,
only optical forcing is particularly suited for manipulati of individual drops. In fact, acoustic
manipulation is based on the generation of acoustic streginithe bulk fluid and therefore
affects all the drops in the focus of the acoustic wave. Sirtyil electric manipulation affects
all the drops present within the potential gradient. Opticanipulation, instead, based on the
utilization of laser beams focused to a spot smaller tharog dize, can achieve control over
individual drops.

In fact, laser beams have proven their ability to manipwatall particles with optical forces
in a technique known as optical tweezers [Ashkinal, 1986]. Optical tweezers are based
on the difference of refractive index between the mediumthaedparticle and act by injecting
momentum into the particle from the deflection of light. Irstivay, a tightly focused laser beam,
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which constitutes an inhomogeneous three-dimensionateaf light, behaves as an attractive
(or repulsive) potential. Attractive forces can hold paes of up to 1Qum by the creation of
forces of up to a few piconewton, thus being useful to mamifgumolecules such as proteins
and DNA fragments in steady conditions. However, in thegmes of fluid flow like the case of
microfluidics, optical tweezers do not have enough strength

This thesis is inspired in three principles relevant for noiltidics: the controlled manip-
ulation of drops by the application of an external field, thenipulation of drops as a whole,
including the manipulation of the fluid inside them and thghhselectivity of laser actuation.
Specifically, this thesis is devoted to the development dradacterization of an optical tech-
nology for droplet-based microfluidics, able to exert arvactontrol over individual drops and
their contents with the aid of a laser beam. In particulas, ticchnology allows the user to:

- Control the trajectory of individual drops inside micractmels.

- Manipulate the flow inside the drops to induce mixing of istents.

- Tune the size of drops by forcing during the process of doométion.

The optical tool developed and characterized in this thedies on the establishment of a
thermocapillary flow inside the drop, which is driven by aosty thermal gradient induced by
laser heating of the drop surface. The thermocapillary flearts a hydrodynamic force on the
drop through viscous shear stresses that push it away fretasier [Barouekt al., 2007]. This
force is able to deviate the trajectory of a drop or even tp #tas it flows in a microchannel, as
shown in Fig. 1.14.

Use of a laser beam to realize the heating has several adesntAs mentioned before, the
utilization of a laser beam allows for the precise accessdividual drops since it can be focused
to a small spot. Also, contrary to heating based on micr@hnsathe application of laser heating
does not require any particular fabrication process ancktbie this technique is portable and
easy to implement. In this sense, the use of a laser, corttvahe application of electric and
acoustic fields, does not necessarily introduce compléxitye system. Lasers are widely spread
and the laser power needed for the implementation of thenbeapillary force on one drop is on
the order of 100 mW, that is, the power of a standard CD-RWdmthus making this technique
a cheap one. Finally, laser heating occurs thanks to alisomitthe radiation and therefore can
be optimized by the use of an appropriate wavelength or t&iad of absorbing dyes.
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laser off

Figure 1.14: Images showing the stopping of a drop with thécaptool of this thesis. In the
upper row, no laser forcing is exerted and the drop travetsih the channel section at constant
speed. In the lower row, the laser forcing is activated. A&stitop hits the laser beam, Marangoni
recirculation flows appear inside and outside the drop; niheri recirculation is observed with
the aid of fluorescent beads. The drop remains stationamgglorore than seven seconds and
is only released when pushed by a subsequent drop. The kgatidate the time with respect
to the moment that the interface passes through the lasgiopod he scale bar corresponds to
200um.

1.3.2 Outline of the thesis

The characterization of the optical tool starts with a stafiihe laser heating in Chapter 2. For
that, the heating of a thin aqueous layer due to the absarpficthe laser beam is character-
ized experimentally and numerically. Although the chageeation of the heating is done in the
absence of fluid flows and in a different geometry than the exyats performed inside mi-

crochannels, the results may be extended to more compléansydy taking into account the
heat advection by the flow and the heat dissipation in theooi@nnel walls. The results of
Chapter 2 allow us to estimate the heating by the laser beauriaxperiments on a few tens of
degrees Celsius, concentrated within a zone of radius abappately 25.m.

Chapter 3 describes both the physical mechanisms involueth® laser-induced force on
the drops and the transient and steady features of this.f@toe physicochemical mechanisms
behind the creation of the force originate in an increasaudbse tension in the region heated
by the laser. This opposes the decreasing dependece dfestefesion with the temperature and
is explained by a redistribution of surfactant moleculasparticular, surfactant molecules are
ejected from the heated zone, thus increasing locally tHaitension. The increase of surface
tension drives a Marangoni flow along the drop interface Whecdirected towards the laser
position. The shear stresses produced by the external fiuideodrop interface are responsible
for the net force exerted on the drop. Moreover, we dedudettiegaconfinement produced by
the microchannel walls is fundamental for the developenoérihe force, since most of the
shear stress is produced in the thin films of the continuoaseHiuid that exist between the
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microchannel walls and the drop.

With respect to the features of the force, we show measursneéthe maximum net force
exerted on the drop, which is on the order of 100 nN and dependfie magnitude of the
thermal gradient. From observations of the temporal eimiubf the Marangoni flows as the
drop reaches the laser, the development of the force is foarttpend on the dynamics of
heating. Specifically, we find that the time scale over whi@hforce is developed corresponds
to the time necessary to heat the surface. In this way, diaidravel too fast do not allow for
the establishment of the necessary thermal gradient anmtbthe stopped.

In Chapter 4 we explore the potential applications of thedasol for controlling drops in
microfluidics. In particular, we use holographic tools tandgnically change the laser beam
into several spots or even into continuous line patternsgbit,| multiplying the positions and
times where laser forcing is exerted. In this way we demaisstihat, while still performing
individual manipulation of drops, this manipulation canéganded independently to several
drops simultaneously. To exemplify this, we perform two roftuidic functions: routing of
drops and storage of drops. In the first function we alteve§tisend drops in one of the three
ways of a trifurcation. This, together with some method ofedgon constitutes a sorter of
drops and could be particularly useful in parallel LOC aqgtions. The second function allows
the observation of a single, or several drops that are kafibsary in the microchannel, while
subsequent drops are deviated. Storage of drops allowsithglisg of drops or the realization
of analyses with long reaction times.

The possibility of manipulating the inner drop flow with thesér beam is demonstrated in
Chapter 5. Here, the Marangoni flow induced inside the dropgdiytocapillarity is used to
achieve the mixing of the contents of the drop. For that, weadse a temporal modulation of
the laser heating by switching the laser between two pastidhis is enough to drive a chaotic
flow inside the drop, which therefore mixes efficiently theglcontents.

Finally, Chapter 6 explores a different functionality oétlaser beam beyond the Marangoni
flows. Here, the laser heating, whose power is sinusoidatlgutated, is used to locally vary
both the surface tension and the viscosity of the dispersadeq) thus inducing a periodic pertur-
bation in a co-flowing drop formation. We show that, in théifef regime, the flow synchronizes
to the frequency imposed by the laser perturbation, whieheflore allows the tuning of the fre-
guency of drop formation and of the drop size. In this way,high dispersion in the drop size
inherent to the jetting regime is reduced and the formatfan@nodisperse drops is achieved.



Chapter 2

Time-resolved temperature rise in a thin
liquid film due to laser absorption

Article appeared ifPhysical Review 79, 011201, (2009)

2.1 Introduction

Laser radiation offers a useful technique to heat an ahsgrbample in a localized way. In-
deed, since a laser beam can be be focused to its diffraatiitnit can be used to inject energy
at scales that are difficult to reach with other techniquethomt requiring any specific micro-
fabrication such as electrode deposition. Examples ofiegtpdns where such heating has been
applied include the evaporation of contaminants [Fushiralal., 1996], the study of Marangoni
flows [Da Costa, 1993], the measurement of media propettiegs &s small absorbancies [Gor-
donet al,, 1965] and Soret coefficients [Ruscatial., 2004], the study of cell processes [Rein-
hardtet al, 2007] and of material properties under high pressure angéeature conditions in
diamond anvil cells [Ming & Bassett, 1974]. However, hegtoan also appear as an undesirable
side effect in optical manipulation studies [Mabal., 2005].

Recently, laser-induced heating was used to provide actiwerol over droplet evolution
in microfluidic channels, through the local manipulationsofface tension between water and
oil [Baroudet al, 2007]. In these studies, a laser was focused through a microsugjpetive
onto the surface of a water drop in order to locally vary therifacial tension and thus create a
Marangoni flow. The net force due to this flow provides a wayaietml drop formation, routing,
fusion, and division [Barouet al., 2007].

The potential usefulness of the laser heating is limitedua tvays. First, it is important

29
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to quantify the dynamics of the temperature increase; ewengh miniaturization leads to a
reduction of the thermal inertia and a shortening of the attaristic heating time, this time
often needs to be compared with other short times, such dsrtador the drop interface to pass
the laser position in the example of microfluidic drop cohtro

Second, many applications, such as thermophoresis or ticeitlarity, depend on the tem-
perature gradient rather than the temperature itself, mgakiimportant to know the size of the
region that is heated by the laser. Indeed, although thengeiatiocalized, the width of the hot
region is expected to be larger than the size of the lasetWa@eover, in practical applications
of microfluidics or optical traps the temperature rise in liqaid can damage some biological
samples or skew chemical measurements inside the micrioftlridplet.

In what follows, we concentrate on the heating of a thin kijlaiyer by a continuous wave
laser that is focused to a small spot inside the sample. Tésepce of the top and bottom
solid boundaries plays a fundamental role in the heat fluxuinggometry, contrary to the as-
sumptions in the existing work on the subject which addiesslecalized heating in an infinite
medium [Gordoret al,, 1965; Carslaw & Jaeger, 1959; Lai al,, 1995; Petermaset al.,, 2003;
Mao et al,, 2005]. Fluorescence measurements of temperature prepatelly and temporally
resolved temperature fields [Sakakibataal., 1997; Zondervart al., 2006; Rosst al., 2001]
and we correct for thermally induced migration by develgpnmethod based on two different
fluorophores. This allows us to explore higher temperatamnges than in previous work [Duhr
& Braun, 2004]. Finally, the experimental results are augi@eé by numerical solutions of the
heat equation, which provide a way to explore different wadkerials and layer thicknesses.

Below, we begin with a description of the experimental seand method, followed by a
theoretical treatment of the problem in Section 2.3. Thelte®f Section 2.4 are divided into
three parts, first describing the dynamics of the tempegatse in the transient regime, followed
by the steady state spatial distribution, and finally by #saitts of the numerical simulation. The
discussion summarizes the results and comments on thigly tdgr predicting the temperature
field in specific cases.

2.2 Experimental setup

The experimental setup consists of an inverted microscNpge ECLIPSE TE2000-U) with
epi-fluorescent illumination from a metal halide lamp (EXfCite 120), as shown in Fig. 2.1(a).
An infrared laser beam of wavelength= 1480 nm is collimated to a parallel Gaussian beam
whose radius is measuredwat = 2.2 mm. The laser is focused inside the sample through the



2.2. EXPERIMENTAL SETUP 31

Table 2.1: Thermal properties of the materials at room teatpee. The material properties can
vary with temperature.
Diffusivity y ~ Conductivityx Absorption coefficienty

Water 1.3 x 107" m?/s 0.54 W/m K 2354 n'!
Glass 85x107"m?s 1.38W/mK 39.3n1!
PDMS 14x10"m%s 0.18W/mK 14.3 n1!

microscope objective (Nikon, Plan Fluor 10x/0.3) of foaldthf = 20 mm to a Gaussian spot
whose waist can be calculated, using Gaussian optics, g be \/nw?/[1 + (Z,/f)?]. Here,

n = 1.5 is the refractive index of glass arif] = mw?/\, which yieldw, = 5.3 um. The laser
power P, is measured at the sample position through a single glaksastid spans the range 10.5
t0 132.8 mW.

(@)

glass slides

aqueous solution

28 ym gap ®)

microscope objective H
2h

dichroic mirror -
laser

fluorescent lamp dichroic mirror

filter

to fast camera mirror

filter

Figure 2.1: (a): Experimental setup. (b): Lateral view & #ample (not to scale).

At this wavelength, part of the optical power is absorbedHgywater, while the solid walls
absorb almost none, as shown by the absorption coeffici@ftTable 2.1. This table also lists
the thermal diffusivityy and thermal conductivity for the three materials that will be discussed
below.

Fluorescence images are recorded using a fast cameradPRkaistcam 1024 PCI), triggered
by the same external signal as the laser, taking images dt&®d@s per second (fps). For each
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measurement, 50 images are recorded before the laser éhedion and averaged to be used
as a room temperature background. The fluorescence of thedheample is then followed by
recording 500 images after the trigger signal. The imaggtbreis a 1.74x 1.74 mm square.
The spatial resolution of our measurement§ (:m/pixel) is given by the microscope objective
and the number of pixels on the camera sensor. The tempa@lut®n, on the other hand, is
limited by the sensitivity of the camera sensor, which detadhe maximum frame rate that can
still yield sufficient contrast between the hot and cold oegi For our conditions, this time is
2ms.

The sample, sketched in Fig. 2.1(b), consists of 200of a fluorescent aqueous solution
confined between two glass slides of diameier 76.2 cm and thicknesé&/ = 1 mm. A ring
of a photoresist (SU-8 2035, Microchem) of inner diameteri (not shown) is patterned on
one of the glass slides by lithography and forms the chamiméchacontains the solution and
prevents its evaporation. The height of the rigg, = 28 ym, was measured using a contact
profilometer. Finally, a 150 g weight is set on the upper gkligke to squeeze out the excess
solution and seal the chamber. The resulting thicknesseofidfuid is small compared to the
absorption length of the watetZ5 m), so that the Beer-Lambert law for laser absorption can
be approximated by its linearization. The thickness is aisall compared to the Rayleigh zone,
Lr = mwi/\ ~ 130 um, which defines the distance over which the beam can be @esid
focused. The laser can therefore be considered divergezeever this length.

2.2.1 Fluorophore solutions

Two different solutions are used in this study: the first isrm&amine B (Rho B) aqueous solu-
tion (Reactifs RAL, MW = 479.02, 50 mg/L in 50M HEPES buffer, pH = 7), whose fluores-
cence quantum yield (emitted quanta per absorbed quardsades with temperature [Karstens
& Kobs, 1980; Casey & Quitevis, 1988], and whose fluorescesm@tion can be calibrated
over a wide range of temperatures [R&tsal., 2001]. The second is an aqueous solution of
Rhodamine 101 (Rho 101) (Fluka, MW = 490.59, 30 mg/L in;8@ HEPES buffer, pH = 7)
whose fluorescence quantum yield is virtually independémémperature [Karstens & Kobs,
1980; Sakakibarat al., 1997; Marcano & Urdaneta, 2001]. The two molecules arelamaind
have a similar size, the main difference being the presehdethylamino groups in the Rho B
molecule, whose rotational freedom makes its quantum geiitive to temperature [Karstens
& Kobs, 1980].

The calibration of the fluorescence dependence of the RhduB@oon temperature is done,
in the absence of the laser beam, by placing a 150 mL beakestafidter on top of the glass
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slides. Thermal contact between the reservoir and the sammprovided by a layer of water,
which allows us to consider that the sample temperatureisaime as the beaker’s. The temper-
ature of the water reservoir is monitored as it cools dowmf89°C to room temperature. For
every 1°C step, thirty images of the sample are taken at aefrabe of 500 fps and normalized
by an image taken at room temperature, to correct for inh@megus illumination. The fluo-
rescence dependence on temperature is obtained as trad apdttemporal mean value over the
thirty images, which is then fitted with a quadratic functias shown in Fig. 2.2. Note that the
sample temperature is shifted to lower values with respgetii¢ monitored temperature due to
heat transfer into the surrounding air at room temperatheeshift being higher at higher tem-
peratures. This fact is estimated using a convection haasfier model [Incropera & De Witt,
1985] due to natural convection in the air and produces ttoeg bars shown in Fig. 2.2.
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Figure 2.2: Temperature calibration of the Rho B solutionriéscence.

2.2.2 Thermophoresis correction

When the laser is turned on, a decrease in fluorescence itgtansund the laser focus is ob-
served for both solutions. The details of the decrease, Yenvdiffer for the two dyes: In the
case of Rho 101, the dark central spot is surrounded by atbtighat a radius: ~ 50 um, as
shown in Fig. 2.3(a). At later times, the dark spot continedsecome darker even after one sec-
ond of heating [Fig. 2.3(b)]. Simultaneously, the ring exggand becomes less bright, in such
a way that the total intensity, defined as the intensity iratgl over the whole image, remains
constant as a function of time [Fig. 2.3(c)].
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The azimuthal average of the Rho B solution, plotted in Fi§(®, displays a stronger de-
crease than in the former case and no evidence of a brightigipgesent. Furthermore, the
fluorescence at the laser location initially decreases rfastir, followed by a slower evolution
[Fig. 2.3(e)]. Finally, the total fluorescence intensityRifio B is not conserved, as shown in
Fig. 2.3(f), although the total fluorescence intensity mesuo its initial value once the laser is
switched off.

Since the Rho 101 fluorescence quantum yield is not sensititemperature, the dark spot
is solely due to a decrease in the concentration of dye migecThis migration of molecules
is due to their diffusion down the thermal gradient, an dftaown as thermophoresis, ther-
mal diffusion or Soret effect [Duhr & Braun, 2004, 2086 This is further confirmed by the
conservation of the total intensity, indicating that molles have been redistributed through the
sample, the bright ring corresponding to a radial accunaratf the molecules repelled from
the high temperature region (“hot spot”). In the case of Rhihndfluorescence decrease is in
part due to the temperature dependence of its quantum yughl thermophoresis responsible
for an additional decrease in fluorescence at a slower tiateesc

Since thermophoresis cannot be avoided in the presencénomiogeneous thermal fields,
the method we employ takes advantage of the similarity ie between the two Rhodamine
molecules to correct the temperature and concentratioerdiEmce in the Rho B images by the
strictly concentration dependence for the Rho 101. To thdt éhe same heating experiment
is repeated using the two solutions and images are recordbdtive same frame rate. The
concentration variation is obtained from the Rho 101 imagésch is then used to normalize
the Rho B image at each time step. In this way, temporally gadialy resolved temperature
profiles are obtained.

2.3 Theory

The theoretical description of the heating of a medium bygliton of a laser beam has been ad-
dressed by several authors in the past. The first analyt@salrgbtion was developed by Carslaw
and Jaeger in 1959 [Carslaw & Jaeger, 1959], who solved thiedagiation for an infinitely ex-
tended opaque medium, heated by a Gaussian laser beamausiegn’s function method. The
result was later extended in 1965 by Gordon et al. [Goreloal., 1965] for an infinitely long
cylinder. However, neither formulation takes into accadimetpresence of top and bottom bound-
aries which play a major role in dissipating the heat. Fog teason, the temperature increase
predicted by both formulations highly exceeds our measargs
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Figure 2.3: (a) and (d): Radial fluorescence profiles aftenflaser heating with?, = 76.4 mW
for the Rho 101 and Rho B solutions, respectively. (b) andK&)orescence intensity at= 0
as a function of time for the Rho 101 and Rho B solutions, resgdy. (c) and (f): Total
fluorescence intensity as a function of time for the Rho 104 Rho B solutions respectively.
The fluorescence intensity is measured in arbitrary units.
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More recent work describes the heating caused by the higiclysied laser beams used in
optical traps [Liuet al,, 1995; Petermaet al., 2003; Maoet al., 2005]. Again, the effects of
the boundaries are neglected, this time based on the facthindaser absorption is produced
in a spherical region of the size of the laser focus. For tigl Imumerical aperture optics of
optical traps, this is typically of the order ofidn, much smaller than the size of the chamber. In
our system, however, the size of the heated volume is corbleat@the chamber thickness and
therefore a different model is necessary to describe tlee fesating.

Consider a liquid layer, of thermal conductivityand thermal diffusivityy, contained be-
tween two solid walls of thermal conductivitys and diffusivity ys, as sketched in Fig. 2.1(b).
The absorbing liquid is heated by a laser beam, focused at 0, whose intensity follows
a Gaussian distributioi(r) = 2P,/7w? exp(—2r?/w?). The total absorbed laser power is
Pin = 2ah Py, wherea is the absorption coefficient of the medium at the laser veagth. The
whole system is immersed in a thermal bath at room temperaginces > wy, and H > 2h,
the temperature rise is negligible at the lateral boundarie= a, and at the outer limits of the
walls, z = £(H + h).

The elevation of temperature in the fluid, is described by the heat equation with a heat
term ¢ due to the laser absorption [Carslaw & Jaeger, 1959; Goetlah, 1965; Rusconet al.,,
2004]:

or .
= = AT+ %q, (2.1)
g ~ al(r), (2.2)

completed by the boundary conditions which account forehgaerature and heat flux continuity
at the fluid/solid boundary:

T(r,z==xh,t) = Ts(r,z = %h,t), (2.3)

K (6_T) = Ks (8_Ts) , (2.4)
az (r,z==%ht) 82 (r,z==%h,t)

where the subscript “s” indicates the values in the solide &kternal temperature is assumed
fixed. As Eqgs. (2.3) and (2.4) suggest, the temperature fieltise liquid and solid are cou-
pled and one cannot be solved without the other. This sysiesadiest solved using numerical
simulations, as done below in Section 2.4.
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2.4 Results

2.4.1 Dynamics of the temperature increase

Three experimental depth-averaged temperature profieeshawn in Fig. 2.4 for an absorbed
laser power;, = 4.5 mW and times corresponding to 2, 4 and 16 ms after the lasamied on.
The temperature in the fluid rises nearly 50°C in a few miti®ls while the hot spot becomes
wider. However, the temperature increase remains lessltif&@ at radii larger than 200m.
The experimental data were accurately fit by a Lorentziamecur

o(t)
IR0
with two fitting parameters©(¢), which corresponds to the temperature increase at the laser
location, andr(¢), which is the half-width at mid-height of the profile. Thigfio of the temper-
ature field agrees with those published in [Duhr & Braun, 200&lthough the laser powers are
much larger here.

T(r,t) (2.5)
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Figure 2.4: Evolution of the radial temperature profile. Tdser power iy, = 76.4 mW, which
corresponds to an absorbed poweryf = 4.5 mW.

The evolution of9(¢) ando(t) is shown in Figs. 2.5(a) and (b) respectiveB(t) increases
rapidly, reaching its maximum valu@,,,, within 10 ms. In contrast;(¢) exhibits a fast increase
at small times followed by a slower evolution, still slowlycreasing after 1 s of laser heating.
This increase is small, howevet(t) remaining around a value of 20m. For practical purposes,
we will consider the steady state to be reached after 0.5 asef Iheating. It should be noted
here that a slight difference between the thermophorehiavwiers of the two dyes may induce an
error in the temperature field measurement that would becteflén an unsteady value oft).
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Figure 2.5: (a)o(t) for P, = 4.5 mW. The dashed line indicates the maximum temperature
increased.. In the inset the firsts 40 ms are shown, and the solid lineesponds to a linear

fit of the first points. (b} (¢) for the same data. The dashed line indicates the valug.,ofThe
inset shows the firsts 100 ms. (@)as a function of5,. (d) 7e as a function of?,. The dashed
line indicates its mean value.

The heating rat® is arbitrarily defined as the slope of a linear fit@®ft) for t < 6 ms [see
inset of Fig. 2.5(a)].0 increases with laser power, as seen in Fig. 2.5(c), meahatghe rate
of the temperature increase at the origin is larger for lalager powers. Furthermore, a thermal
time can be extracted from this heating ratergs= @oo/é). This time scale measures the time
necessary to reach the maximum temperature at the laséioposi is independent of the laser
power, with a mean valugg) = 4.2 ms, as shown in Fig. 2.5(d).

Note that it is the gradient of temperature that determihesnocapillary effects.

It is

interesting therefore to measure the evolution of the gradas a function of time. From
the Lorentzian fit, the maximum thermal gradient occurs addiuso(t)/v/3 and its value
—3v/3 O(t)/80(t) is plotted in Fig. 2.6. Indeed, the fast rise of the centradgerature leads
to a high value of the gradient at early times, which then gapies to its long term value as the
hot spot spreads. The time to reach the maximum temperatadeegt is well described by the
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time 7 for all laser powers. FoP;, = 4.5 mW andt = 4 ms we findr = 10 ym and® = 37°C,
yielding a maximum thermal gradient of -2.43(@A.
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Figure 2.6: Evolution of the maximum thermal gradient aftex laser is turned on, for an ab-
sorbed power;, = 4.5 mW. The gradient reaches its maximum absolute valde-at ms.

2.4.2 Steady state

Next, we consider the depth-averaged temperature fieldeatitaes, 7', (), which was com-
puted by averaging the temperature distributions betweer: ¢t < 1 s. An example is shown
in Fig. 2.7(a) for an absorbed laser powey = 4.5 mW. Again, the steady state radial profile
is fitted by a Lorentzian curve that gives the temperaturecese at the centéd,, and width
0. Of the hot spot as a function @%,. Figure 2.7(b) shows that the amplituélg, ranges from
10°C for B, = 0.68 mW to 55°C forP;, = 5.9 mW, before decreasing again at higher laser
powers. This nonlinear behavior is accompanied by a nonetooiic increase of the steady state
width of the hot spot., as a function of?,, as shown in Fig. 2.7(c).

Note that the temperatures that are measured near the desgioh for F, > 4 mW are
outside the calibration range of Fig. 2.2. However, the @alplotted in Fig. 2.7(b) are obtained
from the fit over the whole temperature profile rather thanaltt observed at the spot center in
the experiments. Since the profiles are well described by dhentzian curve, we assume that
the values that are plotted correspond to the real physogbératures.

Finally, the thermal energgx £’ stored by the sample, defined as

AE = QhE/ T (r)27rdr, (2.6)
X Jo
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Figure 2.7: (a) Circles: Radial temperature profile aftér<of laser heating &, = 4.5 mW.
Solid line: Lorentzian fit. (bP . as a function of’,. (c) o as a function of’,. (d) AE as a
function of /5, (circles) and linear fit (solid line). For (b)—(d), the erlmars here were calculated
as the standard deviation of the data for all the time steped®n0.5 <t < 1 S.

was calculated by integrating the experimental tempeegtuwfiles. A E was found to increase
linearly with the absorbed laser powg, [Fig. 2.7(d)], even in cases when the maximum tem-
perature decreases. Indeed, the decrease in the valuetehtperature near the laser focus is
balanced by an increase in the size of the hot region in suciyalhat the total energy remains
linear with the power. The slope df/(F,) can be interpreted as a measure of the time required
to reach a heat flux equilibrium between the injected enengytlae heat dissipation into the solid
walls, and therefore characterizes the time scale of eshabént of the steady state. We measure
this time asr = 27 ms, in good agreement with the time taken for the temperajtadient to
reach its steady value (Fig. 2.6) and for the temperaturi@@to reach its final width, as shown

in the inset of Fig. 2.5(b).
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2.4.3 Numerical simulations

The system of Egs. (2.1)—(2.4) was solved numerically uBmig element commercial software
(COMSOL Multiphysics). The values extracted from the siatians were compared with the
experimental results, as shown in Fig. 2.8. Quantitativeegent is observed for low heating
powers (F; < 2 mW) for the maximum temperature increase [Fig. 2.8(a)],tha shape of
the radial temperature profile [Fig. 2.8(b)], and for thelation of the temperature increase at
the laser positior®(¢) [Fig. 2.8(c)]. This agreement breaks down at higher poweit the
simulations producing higher temperatures. Moreoverwiath of the calculated temperature
profiles remains almost constant at aboud®, therefore failing to account for the broadening
of the profile that is observed in the experiments. HoweVer,dalculation of the total stored
energy yields a good agreement between the experimentsranthsons for all laser powers
[Fig. 2.8(d)].

The good agreement between the measurements and the ralrsgmialations at low laser
powers suggests that the numerical calculations can betosks$cribe the heating for different
values of the parameters. The valuesf and of AE are shown as a function of the laser
waist and the depth of the liquid film in Fig. 2.9(a)—(d). Whihe temperature increase is very
sensitive to bothy, andh [Figs. 2.9(a), (b)], the thermal energy depends only weakly,
[Fig. 2.9(c)], but strongly or [Fig. 2.9(d)].

These results may explain the discrepancy between the neebsind simulated temperature
profiles, which disagree in the value®f, while the total energy shows good agreement. This is
coherent with a widening of the laser spot in the experimemitéch may be due to the creation
of a diverging thermal lens in the lower glass slide as itgterature rises [Gordogt al., 1965].
Such a thermal lens would depend on temperature, which attar the increasing discrepancy
at high laser powers. Evidence of the existence of this taElens can be seen when the sample
is viewed with transmitted white light; the location of theesér appears darker than the rest,
indicating that the material acts to diverge the light.

Finally, the numerical method is used to calculate the teatpee increase in a layer of wa-
ter enclosed between one glass slide and one PDMS wall, suichtlae case of a microfluidic
device [Barouckt al,, 2007,b]. The value of the thermal conductivity for PDMS is signifitiy
lower than the value for glass (see Table 2.1) implying trestiwill be evacuated less effi-
ciently in the PDMS wall. Consequently, the temperaturedase is higher and more extended
in this case, as shown in Fig. 2.9(e). However, the time dealthe increase 0®(¢), shown in
Fig. 2.9(f), is not significantly modified by the differentloodary conditions.
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Figure 2.8: Comparison between the experimental and thencahresults. (ap., as a func-
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2.5 Discussion

The establishment of a temperature profile by laser headkegtplace over several time scales.
The fastest one corresponds to the central laser regiohinggits final temperature, which also
sets the time required to reach the maximum temperaturéagtad his time scale is independent
of the laser power and is measured-@t= 4.2 ms in our experiments. Later, the establishment
of the width of the Lorentzian profile occurs over a longerdimhich is associated with the
diffusion of the heat into the solid walls; this time will wawith the material properties, although
it is also independent of laser power. In our experimentsngasure- = 27 ms.
The profile is well described by a Lorentzian curve and theegrpents display a non-trivial

balance between the width of the hot spot and the height detnperature peak. These results
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are not recovered in the numerical simulations, suggeshiagthe transmission of the laser
through the different media is affected by the temperatar@tions.

Our measurements and simulations can be efficiently useelttrithe experiments involving
laser heating by providing a useful basis for understandsmgmitations. Indeed, the steady
state profile measured here should still provide a good appatdion of the profile expected
in the presence of fluid flows, as long as heat diffusion rem&aster than advection. This is
quantified by the thermal Peclet numberPé/ L/ y, whereU is a characteristic velocity antl
a characteristic length scale which can be takeh aso,, the width of the hot spot. Therefore,
by using the values for water and in the conditions discuss#s paper, we find that Pe 1 for
characteristic velocitie§ < 1 cm/s, which is the case in the previous studies on lasercediu
droplet manipulation by thermocapillarity [Baroetal., 2007,b; de Saint Vincengt al., 2008].

Finally, note that our measurements do not take into acabentertical variation of temper-
ature. The numerical solutions show a strong thermal gnadiethe z-direction, which depends
on the material properties of the walls, as was previoustywsh[Duhr & Braun, 2004]. These
variations should be taken into account if a more preciseaioithe effect of the thermocapil-
lary flow is needed.



Chapter 3

Marangoni force on a microfluidic drop:
Origin and magnitude

Article appeared il.angmuir, 25, 5127-5134, (2009).

3.1 Introduction

Surface tension gradients have recurrently been propasadvay to apply a force on a drop or
a bubble in order to manipulate it. The flows that are produmethese gradients (Marangoni
flows) can be of thermal origin, in the case of thermocapilfeows [Younget al., 1959; Brzoska
et al, 1993; Sammarco & Burns, 1999; Lajeunesse & Homsy, 2003 i€t al., 2003], or of
chemical origin through gradients of surfactant coveragth® interface, in the case of solutal
Marangoni flows [Bush, 1997; Sumiret al., 2005]. In both cases, the unequilibrated surface
tension applies a stress along the interface which leadgetmbtion of the fluid. Recently these
approaches have acquired increasing immediacy with thegemee of droplet-based microflu-
idics, for which there have been many proposals for fluidatcda based on the manipulation of
surface stresses [Darhuber & Troian, 2005].

The generation of a net force by thermocapillary flow was @ieshonstrated by Young et al.
on air bubbles located between the anvils of a machinistsemeter [Younget al, 1959]. The
anvils were held at different temperatures, leading to emibeapillary flow along the surface of
the bubble which also induced a flow from the hot to the coldoregin the external fluid. In
reaction to this external flow, the drop “swims” up the tengpere gradient towards the hot side.
The magnitude of the forces generated in those experimantbe calculated by balancing the
buoyancy force acting on a bubble of diamexed m, i.e.40 nN, for a temperature gradient of

45
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80°C/cm or equivalentlyl.6°C across the bubble.

Recent studies have revisited bubble migration in a tentyperaradient in a confined ge-
ometry [Mazouchi & Homsy, 2000; Lajeunesse & Homsy, 2003jeve a similar mechanism
drives the bubble towards the hot region at a velocity thaases linearly with the temperature
gradient. However, obtaining a quantitative value of thedoacting on the bubble in this case
is difficult due to the effects of confinement which couple bubble shape, the flow, and the
net force. In practical situations, further complicati@ppear when the thermocapillary effect
is conjugated with the transport of surfactant moleculdsefC& Stebe, 1997; Gugliotet al,,
2002]. Indeed, the interface motion advects the surfacteniécules and can lead to the accu-
mulation of these molecules at the stagnation points on i, deading to solutal Marangoni
stresses that must be added to the purely thermal effecseTdmmbined phenomena were ob-
served to slow the migration of a drop in a thermal gradiemeiC& Stebe, 1997] or to inhibit
the onset of thermocapillary convection along a flat intefgGugliottiet al., 2002].

Arecent series of articles has explored the use of lasemnggatmanipulate drops of water in
oil travelling inside microfluidic channels [Barowd al,, 2007,b; de Saint Vincengt al., 2008].
The laser in these experiments is chosen to heat only the pladse; it is focused to a waist of
a few microns and remains stationary. When the leading efifeealrop reaches the position
of a laser, the water is heated by absorption of the light arepalsive force pushes the drop
away from the hot spot, i.e. in the direction opposite to theeghermocapillary case discussed
above [Younget al., 1959; Lajeunesse & Homsy, 2003]. This was explained in¢Bdet al,,
2007a] where observation of the fluid motion showed that the flow diascted towards the hot
region along the interface, indicating an increase of tiifasa tension at the hot spot location.

These observations motivate the present study on the g@hysid physico-chemical mech-
anisms responsible for the forcing of microdrops subjettddcal heating. Below, we address
the two questions of the origin and magnitude of this repel$orce, relying on experimental
measurements in a specifically designed microfluidic gepnaet detailed in Section 3.2. Sec-
tion 3.3 studies the spatial redistribution of surfactdot$luorescence microscopy, followed in
Section 3.4 by a study of the force magnitude, the velocitgdieand their evolution in time.
The results are discussed in Section 3.5.

3.2 Experimental setup

The experimental setup consists of a microfluidic channeihich water drops are formed and
transported by an oil flow. A focused infrared laser is usedgply localized heating on the



3.2. EXPERIMENTAL SETUP a7

water/oil interface and images are recorded using a fase@mlhe experimental details are
discussed below.

Microchannels and microfluidics

The fabrication of the microchannels is performed usingddiad soft lithography techniques [Xia
& Whitesides, 1998]. Briefly, a mold of the channel is mictofaated in dry photoresist (Lam-
inar E7800, Eternal Technology Corp.) by conventional plittography. A replica of this
master is then molded with a 5 mm layer of liquid PDMS (Sylgk8d, Dow Corning), which is
then cured at 65°C for 4 h. After curing, the PDMS replica islpd off and holes are punched
at the channel inlets and outlets. The patterned PDMS bkotken sealed against a bare glass
slide, after an oxidizing plasma treatment that promotesgtadhesion between the parts.

The microchannel geometry is shown in Fig. 3.1. It has a fetagth of 15 mm, a width
w = 100 pm and a thicknesé = 50 um. It has three inputs which are connected to three
syringe pumps that provide independent control of the wiffeflow rates. The main channel
and the second side-channel allow the flow of an organic isolatt flow rates)'}) andQ"),
respectively, while an aqueous suspension flows througfirgheside channel (flow rat@.a;c.)-

Drops of water in oil are formed at the first T-junction withizesl set by the two flow rate@fﬁl)
andQyaer- AdjustingQ'? then allows us to vary the total flow rafg = Quaer + Q1) + Q)

and the distance between the drops without affecting thp tiomation. In the experiments
described belov@(l) andQ..ier are kept constant at 0.83 nL/s and 0.42 nL/s respectivethato

oil

the drop lengths considered are in the rahge 330 + 20 xm.

0 @
e Q oil laser
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Figure 3.1: Microscope image of the microfluidic device. ps@f water are emitted in oil at
the left T-junction. The total flow rate is adjusted downatneby a second oil entry. The drop is
trapped by the infrared laser in the test section while ailft@w into the bypass.

The laser blocks the drops in a test section, shown on the stosam side of the figure,
which is connected in parallel to a bypass through tRfegm-wide channels. These structures
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act as a filter, allowing the oil to flow through them while foig the drops to continue in the
test channel. The hydrodynamic resistance of the bypas&asuned by flowing an aqueous
suspension of tracer particles into the device and meagthianrelative flow rates in the bypass
and the test section, keeping in mind that the pressureearadcting on the test section is the
same as for the bypass. Since the resistance of the tesirseati be calculated with precision
from the Poiseuille law for a rectangular channel [Steteal., 2004; Tabeling, 2003] (cross
sectionhw and lengthl; = 750 um), the ratio of flow rates yields the resistance of the bypass
be R® = 7.2 102 Pas/m.

The organic solution consists of hexadecane (Sigma-Aidritscosityn, = 3 mPas) as the
solvent and an oil-soluble surfactant (Sorbitan monoeleaSpan80, Sigma-Aldrich) at 2 wt %.
The surfactant Span80 has a neutral polar head and an watsdtlinear tail of 17 carbons,
making it quasi-insoluble in water, with a water/oil padit coefficient of5.5 10~* [Peltonen
& Yliruusi, 2000]. The aqueous solution is ultra pure wat@s¢osityn,, = 1 mPas) which
contains a suspension of green fluorescent latex beadsmokthe).5 pm (Molecular Probes)
at a concentration of about 2 beads pet Ah®. The beads are used as flow tracers, allowing
the velocity field inside the drop to be measured using a camiaid’article Image Velocimetry
(PIV) software (Davis, LaVision).

Optics

The experiments are conducted using an inverted microgdtigen TE2000) equiped with an
epi-fluorescence setup. Image sequences of the drop reenfaof the fluorescent beads are
acquired with a fast camera (Photron Fastcam 1024PCl) atnaefrate of 250 fps through a
microcope objective (Nikon, 10x/0.3). In this way, the @ty field within the dropu(z, y, t) is
computed by cross correlation between two successive sneggarated by a 4 ms delay, with
a spatial resolution of0 x 100 vectors. This corresponds to a vertically averaged vsldigtd
since the objective’s depth of field is larger than the chhdepth.

The laser used in this study is an infrared (IR) fiber-couplextie laser (Fitel Furukawa
FOL1425) emitting a Gaussian beam with wavelenytk- 1480 nm. The fiber is connected
to a colimator (Oz-optics) which yields a parallel beam, 1212 in waist. After going through
a dichroic mirror, the beam is focused through the microsaoipgjective onto the sample and
care is taken to insure that the visible light is focused angame image plane as for the IR
beam. After going through the 10x objective and a glass didebeam waist is calculated to be
wo = 5.3 pm. The total powel”, that reaches the microchannel, through the objective ard on
glass slide, spans the range 55 to 165 mW. Finally, infrabsdigtion measurements show that
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the energy of the laser beam is absorbed mainly by the wateab8orbs a hundred times less
than water, PDMS a thousand times less, and glass even &8sBPDMS. The absorption length
in water is measured to Be! = 425 um, in good agreement with the literature [Duhr & Braun,
2004].

When specified, the beam widthwas varied by defocusing the objective by different dis-
tances: along the optical axisw is calculated as? = W[l + (nz/z)?] with 2z = 7w?2/\ and
n = 1.5 the glass refractive index. Note thatan be either positive or negative with reference
to the focused position, depending on whether the micrasobpective was raised or lowered.

Temperature field

In Chapter 2, the spatio-temporal evolution of the tempeeatield in a thin water layer heated
by the laser beam was measured and compared with simulatdsummarize the results here:
The profile of the temperature rise in a water layer confindd/éen two glass slides takes a
Lorentzian shapé'(r,t) = O(t)/[1 + (r/o(t))?], where©(t) is the temperature at the laser
position ando(t) the half-width at half-height of the Lorentzian, whiteandt¢ represent the
radial distance and time, respectively. Two important tsoales, both independent of the laser
power, were observed: a fast time scale= 4 ms, required to reach the steady valué&opfand
the maximum thermal gradient and a slow time seake 30 ms which is associated with the
setup of the steady state temperature profile. With a laseeps, = 100 mW and in a 28:m
deep water layer, the steady state valueg3 ahdos are 60°C and@0 pm respectively. Numerical
simulations show the temperature increase is reduced la®e is focused to a larger waist
and that replacing one of the glass slides with a PDMS walllittéesinfluence on the thermal
field.

In the present experiments where the laser is only absonbbe water drops, the maximum
temperature is affected in two ways: On one hand, the largégnvdepth increases the absorbed
power thus leading to increased temperature rise. On tlee beimd, the laser only partially over-
laps the drop and is not absorbed by the hexadecane, thetefaing to decrease the maximum
temperature in a non trivial way. However, even though timeperature at the laser position
cannot be accurately estimated, it is expected to incredbelve laser power and decrease when
the laser is defocused. Of the remaining parameters, wetlmatte, will vary with the depth of
the heated layer and is expected to be larger in the presannhels than in the thinner layer of
Chapter 2.

Finally, the flows are weak enough to neglect heat transfepbyection. Indeed, the thermal
Peclet number Pe- UL/x can be estimated using the following valués:= 1 mm/s is the
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velocity scale of the fluid. = o =~ 20 um is the length scale of the hot region agds
the thermal diffusion coefficienty(= 1.3 10~7 and8.8 10~ m?/s for water and hexadecane
respectively). These values yield Pe0.15, implying that the heat transfer is dominanted by
diffusion.

3.3 Role of the surfactant

The crucial role of the surfactant is revealed by a seriesxpéements performed with pure
water drops in pure hexadecane: Without surfactant, tlez lasiever seen to hold the water/oil
interface even at the highest power. Furthermore, trackonrge droplets that are atomized by
the heating shows that the laser induces rapid flows at tbeféee, directed from the hot to the
cold region. These observations agree with the classieattbcapillary effect but contrast with
the observations made in the presence of surfactant agedporBaroudet al., 2007a] and in
the present study, where the flows are in the opposite darectin the following, we explore the
effects associated with the addition of surfactants to taeeuoil system.

3.3.1 Surface tension at equilibrium

The evolution of the interfacial tension between a hexage&pan80 solution and pure water is
first explored using the pendant drop technique. A pendamy df 100.L ultra pure water is
emitted at the tip of a vertical cylindrical pipette whichimsmersed in a thermostated oil bath.
After an equilibration delay of 3 minutes [Campanelli & Wari®99], the interfacial tension

is obtained from the drop shape [Gast, 1997], taking int@antthe temperature dependence of
the liquid densities [Espeau & Ceolin, 2006].

The temperature dependence of surface tension is measumectéasing the temperature of
the oil bath from 23 to 60°C, for a bulk surfactant concemraequivalent to the microfluidics
experiments = 36 mol/m?® (2% w/w). Interfacial tension is found to linearly decreasth the
temperature, as shown in Fig. 3.2, with a slagpe= —55 + 8 uN/mK. This measurement rules
out the hypothesis of an anomalous thermal dependence sfitfexe tension that could reverse
the sign of the interface velocity compared to the classieimocapillary effect.

In a second series of experiments, the surfactant contienta was varied from 52 mol/m
to 0.3 mol/m¥ at T = 28°C. The value of the variation of(C) is shown in the inset of
Fig. 3.2, which also gives a measure of the critical micet@ancentration (CMC = 1 mol/fn
or 0.054% w/w), the point wherg becomes independent of the surfactant concentration.eThes
measurements are consistent with the values publishedcamp@nelli & Wang, 1999].
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Figure 3.2: Surface tension of a water drop in hexadecaneeaBMC (' = 36 CMC) as a
function of the bulk oil temperature, fitted with a linear l&swlid line). Inset: Surface tension as
a function of the concentratiafi of surfactant af” = 28°C. The CMC is estimated at 1 mol#m

We use the Gibbs adsorption equation to describe the equitibhehavior of Span 80 at the
water/hexadecane interface for concentrations below ME C

dy=—RITdInC (3.2)
and a Langmuir isotherm
K.C
Ne)=Tp—r— 2
€ =Tuiri e (3.2)
which lead to
Y(C) =7 — RTT o In(1 + K,C). (3.3)

Here R is the ideal gas constarif, is the absolute temperaturg];, is the equilibrium ad-
sorption constant, . is the maximum surface concentration of the surfactantygnrd the in-
terfacial tension of the water/hexadecane surface withorfaictant. Equation (3.3) is found to
fit the surface tension data collected by Campanelli and WWaaghpanelli & Wang, 1999] on
the same system dt = 18°C and for a range of concentrations below the CMC. The fit (not
shown) provides the following set of parametefs, = 4 10~ mol/m?, K; = 110 m3/mol
andy, = 52.5 mN/m. This result has three major implications: First, thetfthat a Langmuir
isotherm applies indicates the existence of an adsorptiergetic barrier at room temperature;
only the molecules having a high enough energy can be adsaréesorbed [Campanelli &
Wang, 1999]. Second, siné€,CMC > 1, Eq. (3.2) yields an equilibrium surface concentration
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that is close td', at the CMC. Finally, the derivative of with respect td" is

_ —RIT,
T = Foo T

which states that the surface tension is sensitive to sraghtons ofl' whenI' ~ I',, and that

(3.4)

~r has a highly negative value.

3.3.2 Spatial surfactant redistribution

Since the variations of surface tension with temperatunead@ccount for the observed increase
in interfacial tension at the hot spot, we now explore theatyits of surfactant transport as a
possible mechanism. Indeed, surfactant molecules caamgorted by the hydrodynamic flow,
diffusion, or thermophoresis. The effect of these transp@chanisms is to produce unbalanced
surface coverage of the water/oil interface with surfactaalecules, which can lead to solutal
Marangoni stresses on the interface [Levich, 1962]. Adogylgl, we recall some fundamentals
of the dynamic variation of surface tension. In a quiescedtiaothermal fluid, the partition of
surfactants between the bulk and an interface is commontleted by a two step process [Eas-
toe & Dalton, 2000]: First, the molecules diffuse from thdkoto the subsurface, which is a
depleted transition layer located near the interface. Tiee & the subsurface is given by the
ratio between the bulk and the interfacial concentratfos: I'/C' ~ ', /C, which we calculate
to be¢ = 4 um in the conditions of our experiments. The second step idréresfer of the
molecules from this subsurface to the interface. The dyosumii this transport depends on the
amount of coverage of the interface, with energetic bai@adsorption appearing for crowded
interfaces. The standard picture is that micelles alsoritré to providing molecules to the
interface in the case of non-ionic surfactants such as SpHedstoe & Dalton, 2000]. They
can leak monomers on the microsecond timescale and thug ptdg in the dynamic variations
of the surface coverage and the exchanges between theacgexhd the subsurface [Johner &
Joanny, 1990]. The relevant concentration that deternthmesariations of the surface tension,
when out of equilibrium, is therefore the subsurface cotregion C, taking into account both
the monomers and the micelles. In the framework of the Langisatherm of Eq. (3.2), the rate
of adsorption is proportional t6; and to the number of available interfacial sites{I'..). The
desorption rate, on the other hand, is proportional to thiase coveragé and does not depend
on C, [Eastoe & Dalton, 2000].

The variations in the micelles concentration in the oil ghasre measured by marking them
with Rhodamine 101, a fluorescent dye (200 mM obtained bytidiiun HEPES buffer 1mM,



3.3. ROLE OF THE SURFACTANT 53

pH = 7, from a 10g/L stock-solution in DMSO). Although Rhodamis insoluble in pure hex-
adecane, it was found to dissolve in the organic phase atdagbentration of Span 80 (36-fold
the CMC). This is attributed to an aggregation of the Rhod&mnolecules within the micelles,
since Rhodamine can act as a co-surfactant, owing to itsatrotmydrophobic structure ending
in a polar zwitterionic head. This allows the use of Rhodanas a tracer for the micelles, espe-
cially that the fluorescence of Rhodamine 101 is insensititemperature variations [Karstens
& Kobs, 1980].

The behaviour of the fluorescence field is shown in Fig. 3.3¢clwbhows a drop beginning
to interact with the laser. A dip in the fluorescence intgnsitobserved in the initial moments
after the drop begins to be heated by the laser, as shown irBREi(p). This local decrease is
more visible in Fig. 3.3(c), where the fluorescence intgnisitplotted along the solid line of
Fig. 3.3(a). The spatial extent of the dip in fluorescencdaual 0 pm, consistent with the size
of the heated region at early times. The fluorescent interssitlso shown in Figs. 3.3(b) and (d)
for t = 300 ms, long after the drop has come to a complete halt. The deziagdluorescence
intensity remains but is now spread over a distance of ath@0tum, still consistent with the
size of the hot region at those times. However, a bright “fetiv crosses the depleted region,
indicating a major redistribution of the micelles in the fland is advected by the mean flow
away from the interface. Moreoever, an increase in fluoresees also observed upstream of the
laser, corresponding to micelles being transported in itHayer between the water drop and the
PDMS wall, as shown by the intensity profiles measured albaglashed lines.

Finally, a fluorescent ring is observed at the location ofifiser once the drop has detached
and begun to move, as shown in Fig. 3.3(e). This ring is lacatethe surface of the PDMS
and it can be washed away by flowing the oil for a few minutesshtiuld be noted that the
jetting and the ring at the channel surface can be observedtuiithe fluorescent marking,
using diascopic illumination. Fluorescence images witbhdmine allow a sharper contrast and
a more quantitative measure of the phenomena.

Taken together, these observations show that the initidhciant concentration is redis-
tributed in a non uniform way during the blocking of the drop the laser, with the gradi-
ent occuring on a scale comparable with the scale of the texfyye gradient at long times,
o ~ 20 um. These length scales are comparable to the depth of tharfades calculated above,
implying that the gradients created by the laser are likeipodify the subsurface concentration
in a way to affect the surface tension locally. The hydrodyiteeffects of this surface tension
variation are studied next.
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Figure 3.3: (a, b) Fluorescence images of a drop held by ger ia the test section at times
t =0 (a) andt = 0.3 s (b). The scale bar represefitsym. (c, d) Intensity profiles taken along
the solid and dashed lines of images (a, b); (e) Image takentat drop detachement showing
the ring of adsorption of surfactant on the PDMS.

3.4 Hydrodynamics and force balance

We now turn to evaluating the force that the laser heatingjgble of producing on a microflu-
idic drop. A static force balance provides the magnitudenheflaser-induced forcing while its
dynamic evolution is discussed in light of the flow kinematic

3.4.1 Steady state force

If the drop is held stationary, a force balance must existveen the hydrodynamic effects that
push it to the right and the force of thermocapillary origmat resists its motion. The design
of the microchannel with a bypass section of resistaicallows us to calculate the pressure
difference between the left and right ends of the test sedtidhe same way as for the voltage
drop in an electrical circuit. Indeed, if the flux is all dited into the bypass section when the
drop stops, then the pressure difference linearly inceeadtt the fluxp = R°Q. Since the same
pressure difference applies on both the test section artuyfiess, the total force that acts on the
drop is
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F = RSQ, (3.5)

where S ~ wh is the projected surface of the drop, nearly equal to thescsestion of the
channel. Using the calibrated value Bf, this relation predicts the magnitude of the force
pushing a stationary drop = 180 nN for Q = 5 nL/s.

This evaluation of the force must be corrected by the fadt $bene fluid manages to flow
in the corners between the interface and the walls [Wetrg)., 2006; Fuerstmast al., 2007].
This leackage flow can be taken into account by associatiagistancez“ to the drop of length
L [Jousseet al, 2005; Cristobakt al., 2006] in series with the resistané® = 1.7 10'? Pas/m
due to the shortened test channel of length- L. Then, by analogy with an electrical circuit,
the total flow rate() and the test channel flow ratg, are related by balancing the pressure
differences in the bypass and in the test chan@ely); = (R® + R' + R%)/R". The final term
that must be estimated &9, which is obtained from the measurements of the drop velocit
in the test channellj,) before interacting with the laser at vario@gs By assuming that the
drop travels at the mean flow velocity, namély = U,S, the slope of the liné/;(Q) yields
R? =12 10?2 Pas/m. Finally, the pressure difference across the drop is de@sd?(), and the
modified forcel” can be estimated as this pressure difference times the ehenoss section:

, RPR?
R'+ RV + R4
We calculatef” = 100 nN for a flow rate) = 5 nL/s. F’ can be taken as the lower limit for the
force the laser has to exert to block the drop, wikilevhich can be recovered from Eq. (3.6) for
an infinite value or the drop resistance, can be taken as ar bppnd.

SQ. (3.6)

Systematic measurements of the minimum laser pdWet required to stop a drop with a
given flow rate were performed and the resulting diagram esvehin Fig. 3.4(a). An arbitrary
criterion was chosen to distinguish the drops that werekalddrom those that escaped by re-
quiring a minimum blocking time of 200 ms. As expectde'® increases as the flow rate is
increased and the corresponding values of the force, @uatdmom Eqgs. (3.5) and (3.6), dis-
play a force in the range of a few hundred nanonewtons. Fumibre, a maximum flow rate
Q™ = 7.9 nL/s is observed above which drops cannot be held at anypasesr. Finally, it is
important to note that we observe that blocking longer drepsires a lower value agP™* than
for shorter drops (not shown).

In a separate series of experiments, the variation8'®f with the laser spot size are
explored by defocusing the laser, as described in SecttymBile keeping the flow rate constant
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Figure 3.4: (a) Phase diagram showing the blocked dropgffereht laser powers as a function
of the flow rate(): full circles indicate drop that are blocked and crossesthreblocked ones.
Triangles correspond to cases where water boils. The sacprehaxis shows a conversion Qf
into the total forcef’(F”) applied by the laser, taken from Egs. (3.5) and (3.6), resmdye (b)
Minimum power required to block a drop™®, as a function of the laser widthnormalized by
the waistw,. w was varied either by increasing the sample to objectivadcs along the optical
axis (z > 0) or by decreasing it < 0). The flow rate i) = 3.75 nL/s.

at() = 3.75 nL/s. The effect of an increase in the laser width is knowmfiaur previous study
to decrease the temperature at the hot spot while keepinggleal heating time constant. We
observe here that the minimum power required to block a dnopeases as the beam size is
increased, as shown in figure 3.4(b).

3.4.2 Transients before coming to a complete halt

The steady state force computed above [EQ. (3.5)] gives amgrtial view of the thermocap-
illary blocking process. In the following, we turn to thersents that precede the blocking
by analyzing the evolution of the fluid velocities measurgdh®e PIV. Figure 3.5(a) displays a
superposition of thirty successive images (120 ms) of theeir particles, showing the presence
of recirculation rolls inside the stationary drop. The esponding velocity field is shown in
Fig. 3.5(b), where the calculated field is averaged over 103ges. The PIV gives an accurate
measure of the velocities away from the hot region but theeshear the laser position are
poorly computed due to the very high velocities near the pot.dNonetheless, we observe that
the interface of the drop is set into a motion directed towainé laser position as the drop comes
to a halt, and the structure of the rolls is clearly recoveld find that the positions of the roll
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centers do not depend on time nor on the total flow rate. Theyomated at a distance from
the drop interfacel = 17 + 3 ym and at a distance @b pm from the channel lateral walls,
suggesting that the roll position is set by the channel gégme

Figure 3.5: (a) Superposition of fluorescence images of p dedd by the laser, showing a pair
of stationary rolls. (b) Time-averaged velocity field irsithe drop in the steady state. The lihe
is used for the calculation of the flux which must return tlylothe lined. (c) Schematic of the
flow and leakage flow in the thin films between walls and intfalrawn artificially larger.

The drop velocity was determined by averaging the compugtakity fields and is shown
in Fig. 3.6 for four values of the flow rate. As expected, thioery prior to interaction with
the laser increases with. Upon arriving at the laser position, drops slow to a haltraéew
milliseconds and remain stationary for long times. The dropesponding t6)™** = 7.9 nL/s,
however, escapes after it has been stopped for 80 ms at dreplasition.

We focus our attention on the setup time for the flow field iadite drop: A characteristic
velocity near the tip is obtained by equating the fl(x) that flows between the roll centers away
from the hot region with the flux through a line that joins tleaters of the rolls and the interface.
In this way, the accuracy of the velocity data away from therbgion is used to obtain the time
evolution of the velocity near the tip, since no flux cros$esinterface itself. In practices(t)
is calculated along the linéin Fig. 3.5(b), as the sum of the normal velocities in the nefee
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Figure 3.6: Time evolution of the drop velociti&sas they reach the laser at four different flow
rates2.1 < @ < 7.9 nL/s. The laser power i&, = 153 mW.

frame of the drop. The velocity near the tigs estimated by equating = 2wvd, which yields
o(t) = p(t)/(2d).

As the drop reaches the laser positiofY,) displays a rapid increase before reaching a satu-
ration value, as shown in Fig. 3.7(a). Here, the tiime 0 is the same as for the drop velocity
dataU (t) in Fig. 3.6, indicating that the onset of the roll motion ocaimultaneously with the
drop deceleration. The data foft) were fit with an exponential functiong, = v, (1 —e /™),
yielding two important physical parameters: the saturatelocity,v,, = 1.3+0.2 mm/s, which
does not display any dependencef@nor () within the accuracy of our measurements, and the
characteristic time,, which is also independent @f, but decreases witfy from 20 to 6 ms, as
shown in Fig. 3.7(b). This time correlates very well with timae required for the drop to travel
a distance equal to the laser waist, = wy/U,. Several links can be drawn between the above
measurements in order to shed light on the underlying phya&discussed in the next section.

3.5 Discussion

3.5.1 Two limitations

The first conclusion that can be reached from the above maasumts is a confirmation of the
hydrodynamic origin of the force that is applied on the dropleed, the simultaneity of the onset
of the rolls with the drop deceleration is a good indicatioattthe two phenomena are linked.
These results indicate two independent mechanisms thiathienblocking of the drops: The
firstis associated with rapidly advancing drops which cawdtlbe blocked regardless of the laser
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Figure 3.7: (a) Time-evolution of the rolls velocityt), in the drop reference frame, as the drop
reaches the laser position. Solid line shows an exponéittial the data. P, = 153 mW and

@ = 2.1 nL/s. (b) Characteristic time,, obtained from the exponential fits oft), as a function
of flow rate and time to cross the laser spot,/U,. Dashed line: typical heating time.

power. In this case, the interface passes the laser spoinmesshorter than the time necessary
to produce the thermal gradient, indiciated by the dasheslih Fig. 3.7(b). The heating is
therefore too slow to fully generate the recirculations@hd block the drop, which slows down
at the laser before accelerating back to its initial velpcit

The second limitation applies for slowly moving drops andes$ by the magnitude of the
force that can be generated for a given laser power, as teditey the increasing™®(Q). This
interpretation is further confirmed by the results of Figi(B), since the time to cross the laser
when it is defocused is increased but the temperature gradismaller than in the focused case.
The increase of™" with beam size therefore indicates that the limiting factoginates from
the force magnitude rather than the setup time, as lordg as@™**.

3.5.2 Role of the confinement

It was shown in [Barouet al,, 2007a] that the velocity field associated with the capillary drive
stress consists of two counter rotating rolls in the outedflin complement to the two inner
rolls visualized in Fig. 3.5(a). In a confined geometry suslvars, the resulting stress field can
be decomposed into two contributions: one associated igecirculations near the tip of the
drop and the other arising from the strong shear in the thimsfibetween the moving interface
and the lateral walls [see Fig. 3.5(c)].

Near the laser position, the force can be estimated by extggithe interface velocity,, =
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1.3 mm/s from the PIV measurements and using the model of an @inedrcircular drop [Baroud
et al, 2007)]. The resulting force is;, ~ 2n,vrsin®# = 200 pN, wherer = w/2 = 50 pum

is the radius of curvature artl= /4 is the angular position of the roll centers, taken from
Fig. 3.5(a). This force is far too small to account for the exxpentally measured value of
180 nN.

In the present geometry where the drop almost fills the cHamitkth, the viscous shear
stress in the lateral films should also be taken into accdodeed, since the interface is driven
by the Marangoni flow towards the laser position, it exert®@procal stress on the lateral
sides away from the laser [see Fig. 3.5(c)]. The magnitudthigfforce may be written as
Fams = 2n,hLvs/e based on dimensional analysis. Herg,= 0.15 mm/s is the mean value
of the tangential velocity along the length of the drop, nuees from the PIV] the channel
depth,L the length of the drop, andis the unknown film thickness. This film thickness can be
estimated from the asymptotic analysis of Wong et al. [Wengl., 2006], for our aspect ratio
(w/h = 2), ase/h = 0.45(3Ca)?/3, where the capillary number is Ga n,v,/y = 9 10~° and
yields a thickness = 0.1 ym.

The force can now be calculated foB30 pm-long drop and we obtaihj,,,; = 160 nN, in
remarkable agreement with the measured force. This caoitiibto the total force is orders of
magnitude larger than the value f6f;, which can be neglected when the lateral walls induce
strong shear along the body of the drop. Moreover, this asblso accounts for the effect of
the drop length: it explains why longer drops were easietdokthan short ones.

3.5.3 Marangoni stresses and interface velocity

The velocity of the interface measured in Section 3.4 carelagad to the surfactant and temper-
ature distributions by considering a portion of interfawear the tip of the drop, of local radius of

curvaturew/2. The Marangoni condition can be written from the continaityhe shear stresses

at the interface, providing a relation between the normédory gradients and the tangential

surface tension gradient:

vy ovy’ 2 Oy
o —Tw | 5 = T3, 3.7
K ( 87" )interface ! ( 8T )interface w 86 ( )

wherev," andvg are the tangential velocities in the water and oil, respelyti andr andé the
radial and azimuthal directions.

The typical length scale for the radial variation of the iy in both phases, is imposed by
the distancel between the interface and the roll centers [Baretdl., 2007]. A dimensional
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analysis can therefore be used to write the interface wglo@as

v 2 Ay
(Mo + ) FAEYNE

where the~ symbol indicates order of magnitude scaling and shendicates a variation in a

given variable. As discussed in Section 3.3, the changeestinface tension is due to both

temperature and surfactant concentration variations.daneavrite as a first approximation

v 2 AT Al
(M + Mo) " w <7TE + VFE) ) (3.9)

where the thermal and solutal contributions can be distsigd.

(3.8)

In the vicinity of the laser, the two mechanisms act in oppasisince the increase in temper-
ature decreases the surface tensignY7'/Af < 0), while a depletion of surfactants increases
the surface tensiony{ AI'/A# > 0). Our visualization of the direction of the interface veatgc
indicates that the surface tension increases near the laggying that the solutal Marangoni
effect dominates over the purely thermocapillary effect.

However, a purely thermal Marangoni effect would producelacity

2d’}/T AT
w (N + 1) AY

=93 mm/s (3.10)

Uth =

for a temperatue variation7' /A0 = 20°C/rad. When compared with the measurements of
Uso = 1.3 mm/s, this suggests that the two antagonistic effects dlomspensate, with a slight
imbalance in favor of the solutal contribution. This is cistent with other examples of thermo-
solutal competition where the thermal and solutal Marangmechanisms are almost in exact
balance [Chen & Stebe, 1997; Gugliatial., 2002].

3.6 Summary

The pushing of microfluidic drops by laser heating is a ssrpg phenomenon that can po-
tentially play a major role in the lab-on-a-chip technokxjif the technique can be applied in
practical situations. This study provides the first dethifeeasurements concerning the physical
processes at play, namely the physicochemical aspecteddlathe force generation and the
force magnitude.

Two practical limitations are found for achieving total bking of moving drops. The first
concerns slowly moving drops for which the heating is sugfitly fast to produce the thermo-
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capillary rolls. In this case the magnitude of the force@&ases with laser power reaching 300 nN
for our geometry and drop size. The second limitation is duiné time necessary to heat the
interface, which prevents rapidly moving drops from beiognpletely stopped. The temporal
criterion that must be kept in mind is that the interface $thoot cross the laser waist faster than
the time required to reach necessary temperature graditaw, milliseconds in our experiments.

The actual values of these two limits can be pushed by igtgilidesign of the microchannel
geometry. Indeed, drops that are longer are easier to stiggesting that squeezing a drop
by reducing the channel width can be used to increase th&ibpéorce. On the other hand,
widening the microchannels reduces the linear velocityafaonstant flow rate. These two
apparently contradictory requirements can either be egeparately or can be combined by
placing discrete pillars for guiding droplets in a wide chah as shown recently [Niet al,
2008]. Furthermore, the value of the heating time can be pudatied by varying the volume of
fluid that must be heated, for example by reducing the chahieness.

An important question remains, however, concerning theipeemechanism responsible for
the micelle migration and their subsequent local deplatiesr the hot spot. Several hypotheses
can be emitted, for example through the effect of opticatdsrwhich act on the micelles or
through thermophoresis which would radially displace themay from the hot spot [Bar-Ziv
& Moses, 1994; Giglio & Vendramini, 1977; Rauch & Kohler, ZJ0/igolo et al,, 2007]. An
observation in favor of this last hypothesis is the ringpgthaccumulation built up during the
trapping period that partially remains adsorbed on thesyalkimilar feature to what is obtained
in [Braun & Libchaber, 2002], which was attributed to a thephoretic effect coupled with a
thermal convection. However, the details of the mechanisnpeobably best dealt with through
numerical simulations of the coupled transport equationi€lvcan explore the unsteady flows,
thermal, and concentration fields in detalil.



Chapter 4

Thermocapillary manipulation of droplets
using holographic beam shaping:
Microfluidic pin-ball

Letter appeared iApplied Physics Letter93, 034107, (2008).

4.1 Introduction

Microfluidics and optical manipulation are two independentaturing technologies that enable
advanced complimentary studies of objects at the microle stiathe case of optical manipula-
tion, specifically optical tweezers, one of the major depeients in recent years has been that of
dynamic holographic optical trapping [Curgs$ al, 2002; McGloin, 2006]. These advances are
currently providing increasingly complex possibilitiesthe control of droplets in the microme-
ter range [Burnham & McGloin, 2006; Lorewrt al., 2007]. In parallel, microfluidics technology
promises to provide automation through the miniaturizatibbiological and chemical systems.
Many approaches are being explored towards this goal, aftwthie manipulation of droplets in
microchannels is one of the most promising routes [Setraj., 2003, 2006; Telet al., 2008]. In
digital microfluidics, each droplet can be thought of as aonihg an independent reaction and
one may want to perform either many copies of the same readtioexample in the case of con-
trolled chemical synthesis [GUnther & Jensen, 2006],staad, vary the parameters between
droplets in order to explore a large number of combinatitasdl et al., 2007].

The success of the latter case depends crucially on theéyabikctively manipulate droplets
individually as they flow through the microchannel netwoikvo main technologies have sur-
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faced recently that allow the manipulation of these drapl&he first is based upon application
of an electric field to produce a force on the drop due to théediec contrast between the
two liquids. This approach has been shown to work in sortikign[et al, 2006 and merging
droplets [Ahnet al,, 2006; Priestet al, 2006]. The second technique consists of varying the
surface tension of the droplets locally, through the usaséi heating, thus creating a thermo-
capillary induced force on the drop. This forcing has alseribbshown to produce a net force that
can be used to block the formation of drops, carry out simpléing [Baroudet al., 2007], fuse
them, synchronize them, or control their division [Baraidl., 2007].

Here, we demonstrate how the combination of microfluidiahwptical holographic tech-
niques can be used to extend the possibilities of dropletpuéation. By taking advantage of
the contactless nature of optical manipulation, we show ti@wse of different laser patterns
allows the implementation of complex operations, whichravepossible using the current elec-
trical forcing methods. Furthermore, the coupling betweptical energy and thermocapillarity
extends the possibilities of optical manipulation to drizes that are not accessible through opti-
cal forces alone. We begin by exploring the effect of the sta@ihe laser focus on the blockage
of droplets. Indeed, the ability to vary the shape of therl#®yond a simple Gaussian beam
provides an additional degree of freedom which can exteadirtiits of the technique. Further,
we demonstrate three novel implementations which proviskeeptually new operations.

4.2 Experimental setup

Holographic beam shaping was employed to generate theedgsatterns of light [Burnham
et al, 2007]. The Gaussian beam from a 4 W Laser Quantum Finessedeasviding continu-
ous wave 532 nm light was expanded using a Keplerian telestmpntirely fill the short axis
(768 pixels) of a Holoeye LCR-2500 spatial light modula®k /). Power was controlled with a
polarizing beam cube and half wave plate, whilst a secorfohizade plate rotated the polarization
to achieve optimal diffraction efficiency from the SLM. Twbithaging systems demagnified the
reflected beam such that the SLM was conjugate with the ndopes objectives back aperture
whilst slightly under-filling the pupil. Two objectives welused over the course of the exper-
iments; the first was a Nikon 10x (NA = 0.25) and the second aufdyto 10x (NA = 0.26)
both of which focus the beam into the prefabricated micrdituchannels positioned on a three
axis translation stage above the objective. The two oljestin conjunction with custom built
Kohler illumination and appropriate tube lenses, wer® aised to image the channels onto a
Basler A602f firewire camera.
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The phase of the beam incident upon the SLM was modified byajismy phase-only holo-
grams whose optical Fourier transform gives the desireghsity pattern in the plane of the
microfluidic channel. To produce the holograms we implemérd adaptive-additive algo-
rithm [Soifer et al, 1997], in custom written LabVIEW software, allowing theeugo input
an arbitrary 8-bit greyscale image of the desired intensatyern. In addition, aberration correc-
tion was combined with the hologram to remove the large amotiastigmatism generated by
the SLM.

The microfluidic chips, shown in Fig. 3.1 were fabricatedhwitolded PDMS (Sylgard 184,
Dow Corning) using standard soft lithography techniqué$-8SMicrochem) and sealed against
a glass microscope slide. The dimensions of the channajedainom 75 ta200 pm in width
and50 pm in height. Oil (Hexadecane + span80, 2% w/w) and an aquemusa (water + ink
2% vl/v) are pumped into the channel using syringe pumps. Dlakk Parker pen ink was added
to the water in order to absorb the 532 nm light. Other absagrtyes could be used depending
on absorption requirements and the laser wavelength used(Bet al., 2007].

4.3 Results

4.3.1 Spatial laser patterns

In order to investigate the effect of different light patteron drops, we focused on the mini-
mum optical powerP,,;, required to block the advance of a drop, for three differdwipes: a
Gaussian spot with & um waist, a straight line aligned with the flow direction, ansteaight
line perpendicular to the flow direction. Both lines w&rgm in width and200 xm microns in
length. In these experiments, the chips had two oil inlets@re of aqueous solution. Droplets
size is controlled by the ratio between the first oil flow r@léél) and the water flow rat® aicr,
which are both kept constant. The second oil flow @ﬁ@ is used to tune the total flow rate
Qo = le) + le) + Qwater, this way the size of the droplets is kept constant whilertheliocity
varies wWithQ .

The channel geometry forces the drops to reach the patté&asedbeam. The first observa-
tion is that the water-oil interface adapts to the laserifgycas seen in Fig. 4.1(a) and (b). When
the line is parallel with the direction of flow, the front imtece is flattened and the drop stops
after advancing through a significant portion of the line.tHa case of a line perpendicular to
the flow direction, the surface of the drop is even flatter tinahe previous case, taking on the
shape of the line.
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Figure 4.1: Blocking a drop with different laser patterns)y Drop blocked by a line parallel to
the flow, or (b) a line perpendicular to flow. (c) Minimum lagmwer required for blocking a
drop, as a function of flow rate. (d) Minimum laser intensiguired to block droplets.

For each optical pattern used the oil flow rate was varied f€@gy ~ 1 to 11 nL/s in in-
crements of 0.17 nL/s. For each flow rate, we started from h kager power and reduced it
for successive drops, until the minimum powey;, that still held the drops was reached. The
maximum flow rate studied for each pattern was not limitedhgylaser no longer blocking the
droplets, but rather, boiling of the water.

The minimum laser power for each of the laser distributianplotted as a function of the
total flow rate in Fig. 4.1(c). It scales approximately lingavith the total flowrate but the slopes
of the curves and the values Bf;, differ for the three cases. The use of a line perpendicular to
the flow allows the blocking of drops at higher flowrates, upntare than 10 nL/s. Conversely,
even though a lower laser power is necessary to hold theetsojpl the case of a Gaussian spot,
it was not possible to hold droplets for flow rates higher thbouts nL/s. This was also the case
for the line parallel to the flow, where no droplets could bkl tz flowrates higher than 5 nL/s.

Moreover, if the pattern intensity is studied instead of thtal laser power, the minimum
intensity I,,;, necessary to block a drop is found to be several times highex Gaussian spot
than for a line distribution [Fig. 4.1(d)]. The perpendiauline is found to block the drop for the
lowest value ofl ;,. Note that in the case of line patterns, the image is only figimed in the
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focal plane of the microscope objective, meaning that ibisansheet of light. For the Gaussian
spot however, the pattern propagates through the wholelsamp

4.3.2 Applications

We now consider the applications of such holographic beapisaly and how single spot appli-
cations [Baroucet al,, 2007] can be extended. The first application is droplet routiregyvaly
sending droplets into different directions at a trifuroati This is a precursor of sorting, one of
the major applications in microfluidics. Sorting, howevequires some form of active decision
making based on fluorescence, size or other observable pta@m Here our droplets are all
similar and monodisperse so sorting is not practical. Mgkigse of the ability to both dynami-
cally switch the optical patterns projected into the miariofic channel and the ability to create
extended patterns (in this case four spots) we can defleptedsahrough large angles and send
them into preferred channels. This is shown using a four wagscchannel in Fig. 4.2. Fig-
ures 4.2(a)—(c) show the droplets being moved to the letigitt, or to the right, respectively.
The switching time of the droplets into a given channel istia only by the update speed of the
SLM, which ranges from 30 to 60 Hz. It would be relatively gjrdforward to extend this tech-
nique to active sorting, by including some video processimgj combining it with the hologram
switching (the holograms are precalculated and are mehalgged based on which direction the
droplets need to move in). One could imagine the sortinggokased on droplet size, chemical
composition, fluorescence measurements or simply the @ a drop.

Figure 4.2: Four light spots are aligned to sort droplets either (a) the left-hand channel, (b)
the center channel, or (c) the right channel. The insets shewositions of the holographically
generated multiple Gaussian foci within the channel.

The second example uses line patterns to store dropletsiarampint in the channel while
rerouting other droplets to move past the stored dropleshasvn in Fig. 4.3. The first line



68 CHAPTER 4. MANIPULATION WITH HOLOGRAPHIC TECHNIQUES

upstream is set to move a droplet into one side of the largamradl. The droplet is then stored
by the downstream line further along the channel. The fing is then changed so as to move
subsequent droplets in the flow past the first droplet. Thusamestore and could interrogate
the first droplet without the need to stop the flow, which is arignt in order to obtain longer
interrogation times. Again, this could be combined with\actechniques to choose a droplet
based on its characteristics or to facilitate controllexttions (i.e. fusion [Barouet al,, 20070])
between droplets.

Figure 4.3: Image sequence (left column followed by rightioon) showing how the drop order
can be changed: The initial drop is sent right and held statiy then successive droplets are
sent left. Dashed lines overlay theposition of the lasetepas.

The third example, shown in Fig. 4.4, is an extension of tloesd. Here we are able to trap
several droplets at once, first one, then two and finally tluseg three lines of light. Again
this is in the presence of droplets flowing through the chanvwe are then able to shuttle the
droplets through the pattern, by turning the whole patterawd off, so the first droplet is lost
and the second droplet takes its place and so on. This albrgs kcale storage and controlled
movement of many droplets simultaneously which may be uigefwffline analysis of many
droplets, droplet re-ordering or droplet “memory” applioas.
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Figure 4.4: A drop treadmill holds up to three droplets and ftanction as a first-in-first-out

buffer memory. The triangle marks the same droplet in thieiht images (squenced left col-
umn followed by right column), indicating its movement. Dead lines overlay the position of
the laser patterns.

4.4 Conclusions

In conclusion we have shown that making use of holograph&rbshaping techniques has a
number of advantages over conventional methods of indubergnocapillary forces in droplets.
In addition extended patterns of light allow significant éiddal functionality over techniques
using a single spot. We believe this can lead to enhancedabptintrol in droplet microfluidics
devices. Future extensions of our techniques include dtalrting and droplet reordering, as
well as more advanced studies into the role that extendedabgtatterns play in the forces
induced.
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Chapter 5

Mixing via thermocapillary generation of
flow patterns inside a microfluidic drop

Article appeared itNew Journal of Physi¢c4.1, 075033, (2009).

5.1 Introduction

The use of droplets was shown, early on, to solve two majdslprms encountered in microflu-
idic devices: that of controlling the dispersion of the specby forcing the chemicals to remain
in the drop, and the problem of mixing in the absence of tumhcd [Songet al,, 2003]. Another
important advantage of using droplets lies in the abilityeadily integrate external manipu-
lation schemes to directly manipulate the liquid, someghdiificult to achieve with bulk fluid
flow. Along these lines, several manipulation tools havenls®veloped whose action is based
on using the physical contrasts between the droplet fluidlaadurrounding carrier fluid. These
techniques have been used to implement fundamental opesain the drops, such as sorting
or merging them, either through the contrast of dielectostant (dielectrophoresis) [Chabert
et al, 2005; Ahnet al,, 2006], refractive index [Lorenzt al, 2007] or through the manipulation
of surface tension by local heating [Baroeidal., 2007a,b].

While most of the above techniques induce recirculation$lathin the drop that is being
manipulated, previous work has been limited to the studii@fiet effect on the drop as a whole,
rather than on the control of the flow within it. This contsagiith the attention given to mixing
in drops as they travel in specially designed channels [®brad, 2003; Stone & Stone, 2005;
Liau et al., 2005], in suspension outside a microchannel [Ward & Hor@691; Grigoriewet al.,,
2006], or on a solid substrate [Darhuber & Troian, 2005]. llnoathe above cases, chaotic
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trajectories are obtained inside the drop by combininggokei variations in the recirculation

pattern with a mean motion of the drop as a whole. This meaifomotas shown to play a major

role in breaking the time reversal symmetry for a particldnpaaking sure that particles do not
return to their initial position at the end of each cycle o greriodic forcing.

Indeed, the main approach to mixing in the absence of tuniceldvas been to flow fluid
particles through chaotic trajectories which are highlgssgve to their initial position [Aref,
1984]. In this way, two particles that are initially closegéther will separate exponentially,
leading to the mixing of particles from different regionstbé fluid. This mixing method is not
limited to microfluidics; it has been developed in the geheaae of viscous flows and can be
produced through a range of forcing methods and in diffegenimetries [Ottino, 1989]. In this
approach, the aim is to produce a “stretching and foldingV,flirst using the laminar shear flow
produced in a viscous fluid (e.g. recirculation rolls indide translating drops or Poiseuille flow)
to separate adjacent particles through a stretching fiedah, tnodifying the direction of the flow
to reduce the distance over which diffusion takes placddifg”). In practical situations, the
mixing obtained by these mechanisms is enhanced by motediilasion and by Taylor-Aris
dispersion.

Here we demonstrate that such chaotic flows may be producaddnop that is held sta-
tionary by a focused laser. The mixing properties of the floneated by two different laser
configurations are compared: The first configuration usesgametric mirrors to produce a
time varying laser pattern that produces a non stationawy fikeld. The second configuration
uses holographic techniques like those used in Chapter #dottupe a stationary laser pattern
consisting of two Gaussian spots. In this way, the statipflaw obtained is due to the superpo-
sition of the velocity fields associated with each of the legions. The mean value of the non
stationary flow is similar to the holographically obtainem] In both cases, the thermocapillary
forcing produces the necessary hyperbolic fixed pointsléazat to the stretching of fluid parti-
cles [Solomon & Gollub, 1988; Votkt al., 2002]. However, efficient mixing is only obtained
in the time dependent case which breaks the left-right sytmynmeside the drop, while the mean
recirculation, which does not change sign, breaks the tewersal symmetry. By contrast, the
use of stationary patterns is not sufficient to break theidrarto transport and therefore leads to
poor mixing, even though the mean flow given by the switchiatigyn is the same as the flow
given by the stationary pattern.

The two experimental setups used in this study are descitb&ection 5.2. Section 5.3
presents the important temporal and spatial scales thatheusonsidered for the problem. The
flow fields obtained with each of the laser setups are showreati@ 5.4, followed by the
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experimental results on mixing which are explained andugised in Section 5.5.

5.2 Experimental Setups

Two different optical setups are used in this work. The fins¢,osketched in Fig. 5.1(a), is
mounted on an inverted microscope (Nikon TE2000) which igmaed with epi-fluorescent il-
lumination (Exfo X-Cite 120). An infrared laser beam (Fifelrukawa FOL1425) of wavelength
1480 nm is reflected by a pair of galvanometric mirrors (Cadg® Technologies 6210H) which
control the laser position inside the microchannel. Theudargoosition of each mirror can be
controlled in real time with custom made LabVIEW softwarefidnal Instruments), allowing
us to create non stationary laser patterns by letting tles lssam alternate between two positions
separated by a distande. The distance between the spots can be controlled with sofmm
resolution and the shifting frequency can be up to 1 kHz. rAtthe galvanometric mirrors, the
beam passes through a telescope which consist of an aclicatoablet (Thorlabs, 150 mm fo-
cal length) and a convex lens (Thorlabs, 150 mm focal lengthth adequate for infrared optics.
Then, the laser beam is reflected into the rear aperture ohitr®scope objective (Nikon Plan
Fluor 20X/0.5NA) through a dichroic mirror (OCTAX) and fosed inside the microchannel to a
5.3 pum waist. To ensure that the laser is focused at the same @ansilale light, the distance of
the telescope is adjusted by moving the achromatic doubletbtain a slightly diverging beam.
Images are recorded with a fast camera (Photron FastcamPXOR 4t frame rates ranging from
250 to 3000 fps.
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Figure 5.1: (a) Optical setup with galvanometric mirrot®). Mlicrochannel geometry.

In the second setup, detailed in Chapter 4, a 532 nm laser ise&xpanded using a telescope
to entirely fill the short axis of a spatial light modulator(8) (Holoeye LCR-2500) which
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allows us to holographically shape the laser beam into tatostary Gaussian spots separated
by a distanceD. Power is controlled using a polarizing beam cube an# plate. Two 4f
imaging systems demagnify the reflected beam into the baekwap of the objective (Nikon
10X/0.25NA), which focus the beam into the microchanneladgis of the channel are obtained
with a firewire camera (Basler A602f) at 240 fps. Kinoforme generated using a weighted
Gerchberg-Saxton algorithm [DiLeonardbal.,, 2007], implemented in LabVIEW, to optimise
the power uniformity of the spots.

The microfluidic devices are fabricated on PDMS followingratard procedures [Xia &
Whitesides, 1998] and sealed against a glass slide. Thechiannels [Fig. 5.1(b)] arg) um in
height and200 m wide. Two independent water inlets merge before the iat¢ien with two oil
inlets, where water drops are formed by flow focusing. Ligwde injected using syringe pumps
at constant flow rates @f.04 pL/min for water and).125 pL/min for oil. Part of the channel is
designed to force the drops into a straight test sectioneviiiery are blocked by the laser, while
allowing the oil to bypass the test section through two symnimeecondary channels. At high
enough laser power, one drop is blocked until the next draererhe test section. Therefore,
the time duration of the experiments is determined by thgueacy of drop formation, which is
approximately 1 Hz.

A 50% wi/w paraffin oil-hexadecane mixture is used as the quitase. A surfactant, Span 80
(Sigma-Aldrich), is added to the oil phase at a concentnatic?% w/w. When the holographic
setup is used, 2% w/w ink (Dark blue Parker ink) is mixed wité tvater to increase the absorp-
tion of the 532 nm laser beam and therefore heat the wateh W& infrared laser this is not
necessary due to the higher absorption coefficient of thenedthe 1480 nm wavelength.

Micrometer sized particles are added to the water to be usé@eers. For the first optical
setup, green-yellow fluorescent beads (Molecular Probes) fliameter), at a concentration of
1500 beads perL, were used to perform PIV measurements with the use of a ciat soft-
ware (DaVis, LaVision). These beads yielded images withHinparticles in a dark background.
For the holographic setug,um diameter nylon beads were suspended in water, with thefaid o
surfactant [TX100 (Sigma-Aldrich) at a concentrationbof0 3% w/w, ie. about 0.5 times the
critical micelle concentration], to visualize the flows hretabsence of fluorescence equipment.
These beads appear as dark spots on a light background. Hrcases the images correspond
to an average over the vertical dimension because the défitidof the optics used here are
comparable to the channel depth. The nature of the flow iettii@ensional, but the large width
to height ratio allows us to assume a parabolic profile, tditeporder, in the vertical direction.

In order to quantify mixing efficiency tracers are added ttyame of the water inlets and
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then detected using image analysis. Alternatively, chikanias added to one of the water inlets,
in the absence of tracer particles, to visualize the mixihthe droplet contents, using the first
optical setup.

5.3 Temporal and spatial characteristic dimensions

The physics of thermocapillary manipulation and transpmdlves several spatial and temporal
scales and it is useful to recall their values in the case efpilesent experiments. The effi-
ciency of the mixing will depend on a comparison between tbgifency at which the forcing is

alternated and the distance between the laser spots withé#nacteristic scales of the problem.

5.3.1 Spatial scales

We recall here the main features of the thermocapillary fleWdfinside a drop that is held by the
laser heating (see Fig. 5.2). A pair of steady counter mgatcirculation rolls appears inside the
drop, as shown in Chapter 3. The flow at the interface is ditetwards the laser position, thus
indicating an increase of the surface tension at that losath separatrix surface separates the
rolls and defines two main regions inside the drop on eitloer of the stagnation points, which
remain unmixed, since no streamlines cross the separatrix.

Figure 5.2: Sketch of the thermocapillary flow pattern iesaddrop held by a laser centered in
the test channel. The separatrix (dashed line) dividesrhidto two regions, corresponding to
two counter rotating rolls.

The two inherent spatial scales in the experiments are diyehe channel depth and width.
The depth can be considered as determining the distancedetive edge of the drop and the
center of the recirculation rollg), while the channel width provides the distanc& over which
a particle must travel to cross from one region of the droptutizer.

In the case of opto-thermal forcing, a thermal length scedarad each of the spots must be
taken into account. Indeed, it was measured in Chapter 2ttbavidth of the thermal gradient,
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o ~ 20 pm, is larger than the laser waist. As a consequence, thendesta between the two
laser spots must be larger thasm in order to obtain two well defined temperature peaks in the
case of a stationary pattern. If this is the case, the reguldw is the superposition of the flows
due to each of the temperature fields, owing to the lineafithe Stokes flow. Conversely, if
D < 20, the temperature field resembles a single wider hot spoedtaimt of the drop and the
flow field will be similar to the field obtained with a single ¢ered spot.

5.3.2 Time scales

The first time scale to consider is due to the viscous diffusinich determines the time nec-
essary for the motion of the interface to be felt at a distahaway. Using the distance be-
tween the laser position and the center of the recirculatia / ~ 20 um (see Chapter 3) as
the characteristic length and taking the kinematic vidgosi waterv = 10~¢ m?/s, we find
Tvise = £2/v = 0.4 ms. This is the time to propagate the information about therfiace motion
into the droplet, which will instantaneously lead to realating motion by continuity of flow
inside the drop, owing to the incompressibility of water.

The second temporal scale is related to the heating of the lilpithe laser. If we assume
that the surface tension adjusts immediately to the lodakvaf temperature, the important time
scale for creating the thermocapillary motion is due to thmetrequired to produce the thermal
gradient, as explained in Chapter 3. This time is determinethe channel depth and by the
thermal properties of the fluids and the channel walls butdependent of the laser power. For
the current geometry and fluids, we estimate the heatingsoake atr;, ~ 6 ms.

A third time scale is associated with the transport of fluidtipkes by the thermocapillary
flow. It can be extracted from the characteristic velocityref interfacey;,; ~ 1 mm/s and from
the half width of the dropv/2 = 100 um. This advection time,q, = 100 ms represents the
time required for a fluid particle to cross between the twaoaeginside the drop.

The above time scales are well separated wjth < 7, < Ta.qv. Comparing the first two
suggests that the limiting time for the fluid to react to theelais determined by the heating
time, i.e. that the thermocapillary flow is established dtameously with the thermal gradient.
Moreover, if the forcing half-periody.,., < 7, the fluid does not have time to cool down
between two heating cycles and one expects a stationargction pattern inside the drop. If
on the other hand,.... > 7, then two independent flow fields are established in an aterm
manner simultaneously with the laser switching. In thermidiate range, wherg.... ~ 7in,
peaks of temperature periodically occur at the laser postiforcing the flow in one direction or
the other, depending on the stregth of the surface tensahagtt in each laser position. Finally,
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Tiaser MUSt be larger than,y, for the mixing to be efficient. Ifi,... < 7aqv, ONE €Xpects that the
flow is too slow to transport particles across the mediandime mix them.

5.4 Flow Fields

When a drop is blocked by a single centered laser beam, théTfside the drop presents a mirror
symmetry. The symmetry of this flow is broken when the lasanbés placed at an off-center
position, in which case the two recirculation rolls are tetswith respect to the center plane,
as shown in Fig. 5.3(a) with the aid of fluorescent beads. Tadsvthe rear of the drop the rolls
tend to realign parallel to the microchannel, due to the cenfient caused by the presence of
the channel walls. The velocity field (obtained by PIV) asst@d with this flow is shown in
Fig. 5.4(a).

Figure 5.3: Visualization of the flow fields with tracers indgh cases: (a) One off-center laser
spot, (b) one rapidly alternating off-center spot (1000 &tz (c) two stationary off-center spots.

The flow field obtained with a laser spot that alternates betmtero symmetric off-center
positions, depends on the shifting frequency. If the timerduwhich the laser remains in each
position ..., > 7, @ thermal gradient is created alternatively at each of dserl positions,
therefore inducing two alternating, asymmetric pairs afralation rolls. Neglecting transient
effects, whose duration is of the order of the viscous tirakesg,.., the flow switches between
the one shown in Fig. 5.3(a) and its mirror image with respethhe mid-plane of the drop with
half periodn, ;.

If naser < 71, @ Steady thermal gradient is induced by the laser at botligrosand a steady
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thermocapillary flow is created. This flow is shown in Fig.(6)3with the aid of fluorescent trac-
ers. Its corresponding velocity field is shown in Fig. 5.4(bhe same flow pattern is obtained
when a holographically obtained pair of symmetric statigriaser spots is used, as shown in
Fig. 5.3(c). The flow in these cases recalls the pattern mddain the presence of one centered
laser beam which consists of two large symmetric recirgutatolls that fill the drop. An im-
portant difference, however, consists in the presence ofsmwall counter rotating inner rolls
between the laser spots near the front interface, whichaagperause the thermocapillary flow
is directed towards each one of the hot spots.
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Figure 5.4: Velocity fields obtained with (a) one off-certeser beam, (b) two rapidly alternating
laser spots and (c) the superimposition of the first veldatg and its mirror image with respect
to the center plane of the drop.

The Stokes nature of the flows allows us to reproduce the wglfield in the presence of
two stationary symmetric (or rapidly alternating) laseotsgby superimposing the velocity field
obtained with one off-center laser spot and its horizomgéction. The resulting velocity field is
shown in Fig. 5.4(c), showing good qualitative agreemettt tie observed pattern [Fig. 5.4(b)].
The small inner rolls, however, cannot be reproduced becthesspatial resolution of the PIV
measurements is comparable with the size of these smail roll
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5.5 Mixing

5.5.1 Mixing measurements

When tracer particles are added to one of the water inletswelb separated regions can be
distinguished within drops arriving to the test sectione eagion containing the beads and the
other almost without any (some beads are present in the lo#ifesf the drop due to fluctuations
during the drop formation). As expected, no mixing occurgmwthe drop is blocked by a single,
centered laser beam, and beads remain in the upper half dfdpgFig. 5.5(a)].

Figure 5.5: No mixing situation, shown by tracers contaimetthe upper half of a drop blocked
by a centered laser beam (a) or by a pair of two symmetricosiaty laser spots (b).

In order to measure the mixing efficiency of the flows induceside the drop by the different
laser patterns, the number of beads in each rediQp ,ottom, iS found as a function of time while
the drop is held in the test section. Figures 5.6(a) and (@yvghe cases of two stationary laser
spots separated by a distariee= 16 ym andD = 86 pum, respectively Ny, and Ny, remain
constant, showing that no mixing occurs. In the first caselaber spots are close together, so the
flow field is similar to the one produced by a single, centeesgi beam, as in Fig. 5.5(a). For
the case of two separated, symmetric laser beams, no migmg®either. In fact, the symmetry
of the flow field is maintained here, for any valuelof and a symmetry plane divides the drop
in two, keeping the two halves of the drop well separateds Thn be observed with the aid of
tracers, as shown in Fig. 5.5(b).

We repeat the experiment using two alternating laser sgarated byD = 17 yum and
D = 89 ym and with forcing timen..., = 200 ms. The number of particles in each half of
the drop is shown in Figs. 5.7(a) and (b). Again, poor mixiegws in the first case due to the
proximity of the two laser spots, which induce a flow field danto the one obtained with only
one centered laser spot. The use of two beams separatedrggiadestance [Fig. 5.7(b)], on the
contrary, forces particles to cross the mid plane of the drod NV,,..om d€Creases progressively
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Figure 5.7: Number of tracers in the upper and lower half efdtop as a function of time, while
the drop is blocked by two alternating laser beams sepabgtadlistance of 7 um (a) or89 um
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as a function of time, whiléV,,, increases. After 2.5 s the fraction of particles in eachaegi
becomes similar, showing the existence of mixing in thisecadadeed, a necessary condition
for mixing is that the number of tracers become equal in baileds of the drop. This is not
a sufficient statement of mixing, since it does not ensurenhtimmogeneity within the drop, but
once the drop is released from the laser, the recirculatomn dlssociated with the mean motion
of the drop can act to mix each of the two halves in the longitaicirection.

5.5.2 Mixing efficiency extracted from PIV measurements

From the last section we observe that the flow field obtaingéd mon stationary laser patterns
can be used to mix the contents of a microdroplet. In facerdient trajectories can appear due
to the non stationary flow field, as shown in Fig. 5.8. Here viecity field is measured for the
case of a laser beam located at a distange = 51 um with respect to the center of the channel.
This is then used to numerically simulate the transport @& fiaginary passive tracers. The
velocity field is periodically reflected to simulate the sshithg between the two laser positions,
with half periodrj,s., = 100 ms.

Figure 5.8: Divergent particle trajectories numericalbtaned from PIV measurements.

At t = 0 the five particles start aligned withinfaum region in the lower part of the drop,
near the center of the lower recirculation roll. If the lapesition was stationary, one would
expect the five particles to remain circulating around tHecenter. When the laser alternates
between two positions, the switching of the flow field advéoesparticles far towards the rear of
the drop. Moreover, after five periods they finish at distatifons, three of them in the upper
half and two in the lower half of the drop. This flow is remirest of the “blinking vortex” flow
which has been shown to produce chaotic mixing [Aref, 1984].

Next, the mixing efficiency is studied as a function of the pewameters of the problem: the
distance between the laser spatsand the forcing timen,.... For this, the trajectory of a few
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thousand of passive tracers is calculated as a functiomaf i = ¢ /7., betweerl” = 0 and

T = 10, for different values ofD andr,,.,. Figure 5.9 shows the position of the tracers after
different multiples of the half period for D = 102 um andn,., = 100 ms. Particles starting

in the lower half of the drop df' = 0 are shown in blue, and particles starting in the upper half
are represented in red. As the laser alternates betweempbsitions, “fingers” of particles cross
the mid-plane, penetrating into the opposite half of thepdrdhese fingers are stretched and
advected towards the rear of the drop.

Mixing is quantified by measuring the fraction of particleésitt cross the mid-plane of the
drop,¢, as a function of timeg(7") is shown in Fig. 5.10(a) fob = 102 pm and different values
of naser- The first half period shows a transient behavior during Whiany particles cross the
mid-plane. This is followed by a linear trend of particle £sogs which exhibits periodic peaks
of ¢ at the end of each half cycle.

A mixing rate is extracted from the linear trend as the sldpg(0) for ¢t > 7.5, 8S shown in
Fig. 5.10(b) as a function dP andn.,. For low values ofr,.. the mixing is slow, regardless of
D, sincer,.., IS small compared with, 4, and particles do not have time to cross the mid-plane.
As T.ser INCreases, the mixing rate increases, reaching a maximuhthem decreasing again
slightly. This recalls previous observations of resonasttdviour where the forcing time must
match an inherent time scale of the system. A global maxinsifound forD = 85 um and
Tiaser = 200 MS.

5.5.3 Mixing of dye

The above results show the mixing of discrete particlesiwighdroplet. Next, we focus on the
mixing of dye molecules by adding ink to the lower water inlkt this way the drops contain
two well separated regions: a dark half and a clear half, awslby the first image of Fig. 5.11,
which shows a drop being blocked by two laser spots sepabgt@ddistance) = 85 um that
alternate with half perioéh,.., = 100 ms. A similar behaviour to what is shown in Fig. 5.9 can
be observed, with waves of clear and dark liquid being dtext@and ejected away from the laser
positions.

Figure 5.11 shows the gray scale difference betweel'the ) image and snapshots of the
drop after each half-period. Red (bright) regions represkear water waves entering the darker
region and blue, or dark, areas correspond to dark fluid thigr®into the clear water. At later
T the upper half of the drop becomes darker and the lower hatirnes brighter. Similarly to
Fig. 5.9, the mixed zone is situated next to the laser spatseapands towards the rear of the
drop.
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Figure 5.9: Snapshots of the position of passive tracersfascion of time. Blue (red) spots
represent particles placed in the lower (upper) part of ttop étt = 0. D = 102 ym and
Tlaser = 100 MS.
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Figure 5.10: (a) Fraction of particles that cross the mahplof the drop as a function of time
(solid line), and linear fit (dashed line), fér = 105 xm and different values of,...,. (b) Mixing
rate as a function of the distance between the laser gpatd the forcing times,.... The scale

bar is in units of 5.
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150

T=4 T=5

Figure 5.11: Mixing of ink which is initially present in thewer half of the drop. The first image
corresponds to = 0. The consecutive images represent the difference betweségntaneous
measurements of light intensity and the initial image. Bioeans darker while red means a
brighter gray level. After each half cycle, ink is transgarfrom the lower to upper half while
clear water is transported from the top half to lower half.e Malues of the parameters are
Tiaser = 100 ms andD = 85 pum.
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5.6 Discussion

The mixing inside microdrops hinges on the concurrent brepkf several symmetries in the
flow field [Grigorievet al, 2006]. In the particular case of the confined microchanaehgetry,
previous work has achieved this by periodically rotating direction of recirculation rolls with
respect to the drop contents, namely by flowing the dropletsugh a serpentine microchan-
nel [Songet al, 2003; Stone & Stone, 2005]. By the same token, the time salsymmetry
is also broken by the mean motion of the drop. In the case obp tirat is held stationary by
thermocapillary action, the time reversal symmetry is broky the recirculation rolls that are
produced by the laser heating.

Moreover, we show above that mixing does not occur if theifgrcs symmetric with respect
to the channel width, for example by using holographic pagt¢hat produce a symmetric flow.
Even an asymmetric stationary heating pattern would pregwor mixing because of the pres-
ence of a separatrix plane, connecting the two stagnationgy@nd separating the two regions
within the drop. This curved surface, which lies betweenttfeerecirculation rolls, forms a bar-
rier to transport that cannot be crossed by fluid particlesod3nixing is therefore only achieved
when this separatrix is modulated, for example by switclhietyveen a given forcing pattern and
its mirror image to imitate the rotation that has been exgaan previous studies.

The mixing efficiency is a complicated function of the foigiparameters, with maximum
efficiency occurring for a range of switching frequencied aeparations between the forcing
points. The presence of this maximum is in agreement withipus results that find reso-
nance conditions for which the mixing is either improved arrsened [Okkels & Tabeling,
2004; Chabreyriet al., 2008]. Although we do not quantify the total quality of theéximg in
our drops, the dye experiments show a quasi-total homoggemizof the gray levels between the
moment that the drop enters and when it exits. Indeed, thexjyeriments show that the mixing
is further aided by three-dimensional effects and molealiffusion which are not accounted for
in the numerical study, meaning that the results obtair@d ffigs. 5.9 and 5.10 are conservative
estimates of the true mixing inside the droplets. Threeetisional effects enhance the mixing
in two ways: First, the streamlines in the calculations carmnoss since the calculated field is
two dimensional. This is not true in a three-dimensional fl@ld where flow lines do cross at a
given projected location but at different heights in theroiel. This enhances the mixing by the
diffusion of species across flow lines. Second, Taylor-Aispersion further acts to enhance the
mixing, as seen in the dye mixing experiment. These threeedsional effects depend on the
diffusion coefficients of the species and should be includddrther studies of the mixing.

In the context of droplet microfluidics, the results obtaimdove are slow when compared
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with the rates obtained by flowing drops in serpentine chisnif®@r this reason, this approach is
not a replacement for passive control of droplets but shbaldonsidered as a complementary
tool which offers additional modularity. It can be appligdaay channel location, which makes
it useful for multiple step mixing in order to re-homogenfimving droplets. Furthermore, the
ability to modify the forcing frequency and amplitude caadeo optimized control taking into
account the drop size, the fluid viscosities, or the diffagioefficients. Most importantly, these
results demonstrate that the laser manipulation tool cewe st only to provide control of the
droplet as a whole but also to implement fine control of the flathin it. As such, it forecasts
new possibilities in droplet microfluidics and their applions. For example, this approach
can provide a way to combine controlled mixing with thermahtrol, for instance in situations
where a chemical reaction is inhibited or enhanced by therigea

5.6.1 Heating of the drop contents

The heating is inherently present in the laser manipuladioch may constitute an advantage in
applications where heat can be used as a catalyst. Howeweayialso be a disadvantage in
situations where high temperatures can damage the dropridsnin any case, heating is a key
point to be taken into account for practical application®lning laser manipulation. For that
reason, it is important to estimate and characterize thengetm which the fluid inside the drop
is subjected. Indeed, the laser heating is highly localaetie front of the drop, but through the
recirculation flow inside the drop a large volume of fluid maydxposed to the heating.

Here, we estimate this heating by using the measured flowifiglde the drops presented
here and the measured thermal field presented in Chapteeseltcity field of the Marangoni
flow produced by a single, centered laser beam is used toatethle trajectory of four imaginary
passive tracers inside the drop, which travel in closedgpatbund the center of the recirculation
rolls [Fig. 5.12(a)].

The steady temperature field presented in Chapter 2, whichsponds to a Lorentzian pro-
file centered at the laser position, is used to calculatedhmpérature increase experienced by
the fluid particles during their trajectory. As shown in Figl2(b), particles that travel in the
outermost trajectories are exposed to a larger tempericnease, in a cycle with long associ-
ated period due to the slow velocities of the flow far from ttwat of the drop. On the contrary,
fluid particles that travel in trajectories near the centehe roll experiment a significantly lower
temperature increase, but with shorter associated period.

These results show that most of the fluid inside the drop nesnanheated. Statistically,
only a small fraction of the fluid is exposed to high tempemdyu which is encouraging for
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Figure 5.12: (a) Trajectory of four different fluid partislenside a drop held by a single, centered
laser beam. The underlying gray scale field represents teetieture field. (b) Evolution of the
temperature of the fluid particles during their trajectsrie

applications of the laser forcing with drops that carry #@resmaterial such as cells. The picture,
however, may be complicated in the mixing experiments thinathe utilization of an alternating
laser forcing, since in that case the possibilities for &lulid particle to pass near the laser
position are increased. This can be exploited in applioatiwhere heating the drop contents
is convenient and the heating of the drop material cam benastid again by considering both
the alternating flow due to a switching of the laser positind an alternating temperature field
centered at each laser position
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Chapter 6

Formation of drops by laser forcing in a
co-flowing geometry

6.1 Introduction

Active control of drops in microfluidics concerns not onlgihtrajectory, but also, and not less
importantly, their formation. Although there exist a fewaexples on microfluidic components
to produce drops on demand based on application of highgeltdeet al., 2005] or temper-
ature [Prakash & Gershenfeld, 2007] pulses, most meth@dsased on hydrodynamic forcing
to produce droplets in a passive way. The most common deuaessin microfluidics for drop
production are the T-junction [Thorsex al, 2001], flow focusing [Annaet al., 2003] and co-
flowing devices [Gahan-Calvo & Gordillo, 2001].

The dynamics of drop formation has been studied in more srdetail for the three geome-
tries mentioned above. Generally speaking, drop breakuhamésms are ruled by the competi-
tion between viscous, capillary and inertial forces [Gagktet al., 2009], and exhibit different
behaviour depending on the value of the Reynolds (Re),leap{iCa) and Weber (We) numbers.

While drop break up processes lead to highly monodispersgsémns in the capillary (low
Re and low Ca) and in the inertia (high Re and high We) domdheggimes, non steady drop
formation and even chaotic and non linear behaviour arereédevhen capillary and viscous
effects are in competition [Garstecki al, 2005]. In fact, drop formation process in this case
seems to be related to Rayleigh-Plateau like instabilitg, golydispersity reflects the existence
of a broad range of unstable perturbations.

Recently, drop formation in this regime has been object gfditention in a co-flowing
geometry [Gafhan-Calvo & Gordillo, 2001; Guillet al, 2007; Utadaet al., 2007]. In this

89
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geometry, the regime at intermediate and high Ca is chaizeteby the formation of a long
thread of fluid that oscillates and breaks up into droplethis Btate is known as jetting and
greatly differs from dripping, the state at low Ca where drape formed right after the nozzle.

Dripping and jetting have been claimed to relate to the wbfiié kind of instability of a long
viscous fluid thread immersed on another viscous fluid [U&dd., 2007; Herrad&t al., 2008]:
absolute instability would correspond to dripping, whilengective instability would lead to
jetting. Recently, good agreement has been found betweeabtbolute to convective instability
transition predicted by the linear stability analysis amel dripping to jetting transition observed
in experiments [Guilloet al,, 2007; Herradaet al, 2008]. However, little of this proves that
effectively the dripping and jetting regimes correspondri@bsolutely and convectively unstable
flow, respectively. In particular one may wonder about theipence of the linear stability
analysis in the dripping regime, where no parallel flow getg ehance to develop. Moreover,
no quantitative measurements on both regimes exist whiglhl dx related to the theory.

Here, we provide experimental analysis of the base flow irdtigping and jetting regimes
which further confirms the relation of jetting with a conveetinstability. In particular, we study
the frequency response of the jet, both in absence of annatiarcing and in presence of a
sinusoidal perturbation of variable frequency. First, walgze the frequency spectrum of both
regimes, finding a marked dominant frequency in the drippegime, and a broad peak in a
first region of the jetting regime, in agreement with the tiyeaf convectively unstable flows
respectively. However, a second region of the jetting regaiso exhibits a sharp peak, which is
in contradiction with the theory. This peak, however, isrfduo be the result of a perturbation
induced by the syringe pump which is amplified by the flow.

Then, we study the response of the flow to an external petiarbi the first jetting regime.
For that, we locally perturb the jet with a modulated laser given frequency. While no reaction
is observed in the dripping regime, a strong synchronipadiccurs in the jetting regime. Drop
formation becomes steady and monodisperse on some fregueamges. Moreover, the size of
the drops can be precisely tuned as a function of the frequlaser.

6.2 Spatiotemporal stability theory of a fluid jet

We focus our study on the co-flowing geometry, where one flsiichjected through a nozzle
inside another fluid, both fluids flowing in parallel in the saudirection. Two different flow
behaviours may occur depending, at low Reynolds numbeh@odmpetition between viscous
and capillary forces, which is described by the capillarsnber Ca [Guillotet al., 2007]. Briefly,
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for Ca below a critical value, surface tension forces thesirftuid to break up right after the
nozzle, a behaviour named dripping. For Ca higher than tiieatrvalue, the viscous effects
overcome surface tension allowing the inner fluid to penetrato the outer one in the form of
a long jet. This jet is not stable, thus eventually breakipgnio drops a considerable distance
after the nozzle. This state is known as jetting.

Theoretical characterization of these regimes passesghrine comprehension of the linear
stability of a fluid column, which has been largely studietcsi the seminal work of Rayleigh
[Rayleigh, 1879] and Plateau [Plateau, 1873] in the lateD$80hey considered a long column
of a perfect fluid that breaks up under the effect of the cagiforce in the absence of an external
fluid. Since then, the effect of numerous external and iatgparameters, such as the viscosity
and density of the internal fluid and of the surrounding medifiuid velocity and geometrical
confinement, have been taken into account [Tomotika, 1986&ILian, 1992; Subramaniam &
Parthasarathy, 2000; Funaelizal., 2004].

Recent work has focused on the spatiotemporal stabilityfloiic jet [Huerre & Monkewitz,
1990; Leib & Goldstein, 1986; Gafhan-Calvo, 2007; Guiébal., 2008]. Under this framework,
deviations from the base flow are written as exponentialtfans of space and time®**—«%
wherez is the axial direction is the time and: andw are respectively the wave number and wave
frequency of the perturbation. Bothandw are complex numbers related by a dispersion relation
w = w(k). Instability can be absolute or convective depending onthérehe perturbations with
zero group velocity are unstable or not. Intuitively, cortixee instability occurs for flows that
are fast enough so they can advect all the perturbations stosam, while absolute instability
occurs in the opposite case.

Guillot et al [Guillotet al,, 2007] solved the instability problem for a parallel, infely long
thread of fluid of radiugk; and viscosityy; that flows in another fluid of viscosity.. The two
fluids are confined to flow in an axially symmetric geometry xteenal radiusR.. Inner and
outer fluids are injected at flow rat€s and(). respectively. Guillot et al. find for the dispersion
relation the following relation:

Kaz® B(z, Nk + iF(z, \) (k2 — &)
D(z,\) ’

W= (6.1)
wherez = R;/R. corresponds to the jet's confinement,= n;/7. is the viscosity ratio,
E(z,\), F(xz,\) andD(x, \) are positive functions of and A andk andw have been made
nondimensional aé = R;k andw = 16n.R.w/v. Kais a capillary number defined in the outer
fluid from the velocity at the jet surface.;:
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4nev'et
Ka= ——2%_. 2
T ©-2
Note that eq. (6.1) states that propagation of perturbstimeurs in a nearly non dispersive
way. In a temporal analysis, ie. considering: R, eq. (6.1) reads = vok + io(k), whereuy,
is the first order phase velocity of perturbations, whichsdpet depends oh, ando (k) their
temporal growth rate.

The transition from absolute to convective instability iegicted by this dispersion relation
to occur, for a given value of the confinemerat critical K& (z, A). Figure 6.1(a) shows Kaas
a function ofx for A = 0.6. Alternatively, this relation can be inverted to obtain thensition
curve in the(Q;, Q.) space, as shown in Fig. 6.1(b).
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Figure 6.1: Absolute to convective transition curve in thgk@) space (a) and in thg);, Q.)
space (b) for\ = 0.6.

The dominant frequencyj, is shown in Fig. 6.2(a) as a function of the inner flow rate for a
fixed outer flow rate. In the absolute regigi,exhibits a sharp decrease for sm@lland starts
to grow slightly near the transition. In the convective meginstead,, decreases slowly.

Figure 6.2(b) shows the phase velocity calculated from tdmidant frequency and the asso-
ciated wavelength,. The phase velocity is found to grow with;, presenting a discontinuity in
its derivative at the transition. The first order phase vgjog, is also shown, and it is found to
predict fairly the phase velocity everywhere except neatithnsition.
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Figure 6.2: (a) Frequency of the dominant perturbation agnation of the inner flow rate.
(b) Phase velocity of the perturbations/k, (solid line) and its first order approximatian
(dash-dotted line) as a function of the inner flow rate. Thehdd line in both figures marks
the transition from absolute to convective instability. these calculationg),. = 30 pL/min,
n; = 60 mPasy). = 100 mPas,R. = 113 um andy = 40 mN/m

6.3 Experimental setup

Experiments are performed inside a straight 5 cm lengthoul@nnel of square cross section.
The microchannel mold is produced by lithography using fayers of a photoresist of thickness
50 um (Etertec XP-800-20) on a glass slide. The channel is theliceded in PDMS prepared
in a 10:1.5 ratio of PDMS base with curing agent. Three irdeid one outlet are drilled on the
block (see Fig. 6.3). A glass capillary of external diamet#r m and internal diametdi00 xm
is placed between the first inlet and pass the third one to tberco-flowing geometry. The
alignment of the glass capillary inside the channel is estsily the matching between the size
of the channel and the external diameter of the capillaryerAbonding the channel to a glass
slide, a drop of PDMS prepared in a 10:0.5 ratio of PDMS bagle guring agent is allowed to
enter the channel through the second inlet. After flowingdpiltarity through the space between
the PDMS walls and the glass capillary in both directionsM®reaches a wider section of the
channel where it stops flowing due to the change of Laplacgspre. This way, sealing of the
glass capillary to the external channel forces the inned tiiiflow inside the glass capillary.
Fluids are injected at constant flow rates using syringe mufi{d Scientific 101, Hardvard
Apparatus PHD2000W). The inner fluid is a 80% w/w mixture ofcgirol and water, whose
viscosity at 20°C ig); = 60.1 mPas. The outer fluid is silicone oil (Rhodorsil 47 V 100) of
viscosityn. = 100 mPas. Surface tension between both fluids is measured as@ofuiof
temperature at(7') = 47 — 0.3 7" mN/m, where[ is the temperature, in degrees Celsius.
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Figure 6.3: Schematic representation of the channel geyrfreit to scale).

The channel is mounted on an inverted microscope (Nikon PGE TE2000-U) and ob-
served through the microscope objective (Nikon, 4x/0.1 NA)ms of 500 frames are recorded
at 1000 fps with a fast camera (Photron Fastcam1024 PCI).nkared laser of wavelength
1480 nm (Fitel Furukawa FOL1425) is focused inside the chhtimough the same objective,
a distance215 pm from the nozzle. The power of the laser beam is modulated svisignal
generator (Wavetek model 80) to a sinusoidal signal of aomi up to 55 mW and frequency
fiaser F@Nging between 10 and 150 Hz.

6.4 Laser forcing

Laser radiation is used to heat the inner fluid by absorptiahta produce this way a periodic
forcing of the flow by locally changing its parameters. Theperature increase reduces both
the surface tension due to its temperature dependence andntr viscosity due to the large
temperature dependence of the viscosity of water/glyaemtures [Lide, 2003]. Both effects
have contradictory results in the capillary number. To camepoth effects, we compute the
capillary number Ka, defined earlier in Eg. (6.2), as a fuorcof the temperature increase above
room temperature (25°C), as shown in Fig. 6.4. We find that &&ehses when temperature
increases, which means that the effect of the viscosityatealuis more important than that of
the surface tension, and therefore the laser acts by lodeditabilizing the flow.

The temperature increase depends on the laser power. Fpower range used here we
expect heating to range between 5°C to 30°C based on ouopseresults of Chapter 2, which
corresponds to a decrease of Ka between 5% and 20%.

The spatial extent of the perturbing forcing is given by tiee ©f the heated region. In
absence of flow, we would estimate the heated zone to haveash eatension of approximately
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Figure 6.4: Typical capillary number as a function of tengbere increase above room tempera-
ture.

25 um. However, large velocities are required to generate tii@gestate and in this case heat
convection cannot be neglected. The relative importanteaf convection with respect to heat
diffusion is quantified by the thermal Peclet numbeePE L /x ~ 5, wherelU ~ 20 mm/s is the
mean flow velocityy ~ 10~7 m?/s the heat diffusivity of the fluids antl ~ 25 m the radius of
the liquid jet. An expansion of the hot zone is to be expeatettié direction of the flow, and it
can be quantified by taking into account the advection-giiffn equation

V2T =v-VT. (6.3)

We assume that in the direction perpendicular to the flow iteec the hot zone is of the order
of L, while in the direction of the flow the hot zone is of size> L. Then, the dominant term
in the laplacian of the right hand side of Eq. (6.3NsT/L?, while the right hand side can be
written as~ UT'/L’. Dividing both sides by /L we obtain:

% = %% = Pe%, (6.4)
or L' = Pel. This means that an expansion of the hot zone in a factor Beis éxpected in the
direction of the flow. Therefore, we expect the hot zone teetasize similar to the jet radius in
the direction perpendicular to the flow and about 5 timessiang the direction of the flow.

From the size of the heated zone and the mean flow velocitgoguéncy can be calculated
as fi, = 200 Hz. This frequency describes the rate at which the fluid gtdseugh the heated

zone. To produce a significative forcing of the jet, the ldssguency should remain smaller or
at most similar tofy;,, which is the case here.
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6.5 Experimental results

6.5.1 Unperturbed state

First, we study the flow behaviour in the absence of laser bdaonm a fixed external flow rate
Q. = 30 pL/min, the inner flow rate); is increased gradually from ;L/min to 32 pL/min and

a transition from dripping [Fig. 6.5(a)] to jetting [Fig.5Db)] is observed, as has been observed
elsewhere [Cubaud & Mason, 2008; Guilkdtal., 2008].

IS © © O O O O
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= | ———O © O G
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Figure 6.5: Snapshots of the system in the dripping (a) atigefetting (b) regimes.

The length of the inner fluid columr,,, is measured as a function @ and is shown in
Fig. 6.6. Error bars are calculated considering the mininamech maximum values measured for
L, during the drop formation process. For 16y, L. is small and grows only slightly witty;.
This corresponds to the dripping regime. Error bars areldmeahuse drop formation occurs at
a steady position. AQ; = 14 pL/min, the jet starts to grow, showing that the jetting regihas
been attained. Dispersion also grows, reflecting the fattttie position of drop pinch off is not
as well defined as in the dripping regime.

We measure the jet’s radius as a function of space and tindepenfiorm a temporal discrete
Fourier transform to obtain the frequency spectrum of tains of the jet’s radius. The natural
frequencyf, is defined from these measurements as the position of thenmaxiof the density
spectrum for eacky;. Density spectra amplitude for the different inner flow saége shown in
Fig. 6.7(a). In the dripping regior); < 14 uL/min) a sharp peak is observed. Its positifn
increases linearly with);. In the jetting regime, instead, two regions can be dististyed. First,
for 14 < @; < 24 pL/min, a broadening of the peak can be observed. We call ¢éigi®n “first
jetting regime”. Here, the position of the peak decrease#ls @j. Then, forQ; > 24 pL/min,

a sharp peak whose position increases linearly Witfltan be observed again. This region is
called “second jetting regime”.

The wavelength of oscillations, could not be accurately obtained from discrete spatial
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Figure 6.6: Length of the inner fluid column as a function @& ihner flow rate for a fixed value
of the external flow rate.
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Figure 6.7: (a) Frequency spectrum of the jet as a functiap,ofThe scale is in arbitrary units.
Circles show the maximum of each spectryigm (b) and (c) Wavelength and phase velocity of
the jet respectively as a function@f. Dashed lines are used to separate the different behaviours
Dripping (D), first jetting regime (J1) and second jettingiree (J2).
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Fourier transform due to the poor spatial resolution of thgcal setup. Instead, in the jetting
region, it was deduced from the drop size and the jet thickr@®tained by image analysis, and
assuming volume conservation. Figure 6.7(b) shayas a function of the inner flow rate. Error
bars are calculated from the dispersion of the drop sizeiloligion. In the first jetting regime)
increases witld); and dispersion is important. In the second jetting regilggemains constant,
with little dispersion.

Finally, the phase velocity is calculated from the frequyesied wavelength of oscillations as
vy = Aofo and is plotted on Fig. 6.7(c). Within the first jetting regimg remains constant at
around 45 mm/s with big dispersion, due to the big error bidg oln the second jetting regime,
vp increases linearly, with low dispersion.

6.5.2 Perturbed state

When the laser is turned on, different behaviours are obselwn the dripping regime, no notice-
able effect is detected on the flow, even at highest laser pdne@eed, frequency spectra show
the dominance of the natural frequengyand only at high laser power, the peak corresponding
to fl.ser IS present, but its amplitude is much smaller than the domioae (Fig. 6.8), thus not
changing noticeably the flow.

300 0.2

0.05

Figure 6.8: Spectral density amplitude as a functiorfigf, for a dripping flow forced with a
laser beam. The solid line corresponds to the natural freyug. In this case); = 10 uL/min
and@. = 20 pL/min.

In the first jetting regime, no or little response of the jatliserved for low laser power. When
the laser power is increased, the jet’'s oscillations syolze to the laser frequency on some
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frequency ranges. Two main effects are observed in the éregyuranges where synchonization
occurs: the length of the jet decreases as the laser poweases and the drop size changes.

Figure 6.9 shows snapshots of the jet forced by the laseranitbquencyfi.... = 70 Hz at
different laser powers. For the lowest power used no chaof drop size occur and only a
slight decrease of the jet length is observed. As the lassepmcreases, the drops are bigger
and the jet becomes shorter.
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Figure 6.9: Images of the jet perturbed with a laser beam ahatant frequency.... = 70 Hz
and different laser powers. Hefg = 20 pL/min and@. = 30 puL/min. The scale bar represents
500 um.

The frequency spectrum of the jet was measured in the pres#ritie laser forcing for a
fixed flow rate configurationf. = 30 pL/min and@; = 20 uL/min). Figure 6.10(a) shows
the spectral density amplitude of the jet’s radius osddles as a function off..., for a laser
power of 55 mW (similar results were obtained for laser poligher than 11 mW). A strong
dominance of the laser frequency can be observed in the range= 55 — 120 Hz. Note that
harmonics off..., are also present in the spectrum of Fig. 6.10. In the rgiyge < 55 Hz the
dominant peak correspond to the second harm®fiic.., and therefore in this region the jet’'s
oscillations are also controlled by the laser induced pheétions.

By analysis of the drop size distribution and considerirgrttean radius of the unperturbed
jet, the wavelength of the jet oscillations is computed. uFeg6.10(b) shows the jet’s radius
oscillations wavelength, as a function of the laser frequency. In the rarige, = 55 — 120 Hz,

A is found to decrease witli...., following the relationfi....A = vo. Here,v, is the phase
velocity calculated in the unperturbed state fréinand\,. Note that forf,.... < 55 Hz, although
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Figure 6.10: (a) Spectral density of the oscillations of je#tés radius as a function of the laser
frequencyfi..... The solid line shows the value of the dominant frequenciéatbsence of laser
fo for this flow rate configuration. (b) Wavelength of the jetslius oscillations as a function of
the laser frequencyi..., for different laser power. The solid line corresponds towla@elength
of the unperturbed jet’s oscillations. The dot dashed lim@asponds to the curvg....A = vo,
while the dashed line correspond2tfy.... A = vy

the wavelength is much more dispersed, it is coherent weh¢hation2 f....A = v, as suggest
the dominance of the second harmoniggf., in the frequency spectrum.

Finally, Fig. 6.11 shows the dispersion percentage of tbe dize population, calculated as
the standard deviation of the drop sizes divided by the geedaop size, as a function ¢f..,.
Remarkably, the dispersion in the drop size, which is higthéjetting regime, decreases by a
factor of about 5 in the presence of the laser forcing.
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Figure 6.11: Dispersion of the drop size distribution asracfion of the laser frequency.

Similar measurements were performed in the first jettingmmegclose to the dripping to
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jetting transition. For low and intermediate laser powerliehaviour is qualitatively the same as
the one shown above. At high laser power, however, a stroogdse in the jet’s length,, was
observed, as shown in Fig. 6.12. In this case, we observeth®fion of small, mono disperse
drops whose size no longer dependsfQR,, as shown in Fig. 6.12(b).
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Figure 6.12: (a) Images of the jet near the dripping to jgttiansition perturbed with a laser
beam atf..... = 72 Hz and different power. The scale bar represéfitsum. (b) Wavelength of
the jet’s oscillations as a function of the laser frequerarydifferent laser power. The solid line
represents the dominant wavelength of the unperturbeel Stae dash-dotted line represent the
CurvesA = vy/m flaser With m = 1,2

6.6 Discussion

Convectively unstable flows are known to act as noise amdifin the absence of any distur-
bance perturbations are advected downstream and the flosvibga& rapidly to the base state.
Usually, however, noise is present, so the flow is not in itebstate. Although the most ampli-
fied frequency in this case corresponds to that with the Isigipewth rate, convectively unstable
flows amplify a broad range of unstable frequencies.

Conversely, a single, well defined perturbation domindtedehaviour of absolutely unsta-
ble flows. This is because in absolutely unstable flows thiideation with zero group velocity
is unstable, and while all other perturbations are advecthesl one is not and grows in a fixed
place. The absolute frequency corresponds, thereforketpdrturbation with zero group veloc-
ity. Absolutely unstable flows do not respond to externasaa@nd always deviate exponentially
from the base state.
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Our measurements of the flow in absence of laser forcing fimdddtter characteristic on
the dripping regime, where one well defined frequency peakidates the frequency spectrum.
However, when the position of the peak as a functiod)pfs compared to the theoretical pre-
dictions, a strong qualitative disagreement is found. He®ty predictsf, to decrease steeply
as a function of); for smallQ);, which would result in the formation of larger drops at a deral
rate. On the contrary, we measure a linear increagg with Q;, that is, the formation of drops
of constant volume at a higher rate. These results suggastitbp formation in the dripping
regime is ruled by a mechanism different from an absolut@bikty.

In the jetting regime, two regions were observed. In the fating regime, a broad range
of frequencies are noise-amplified. On the contrary, a singkll defined peak dominates the
frequency spectrum of the jet oscillations in the secontihgtregime. The first jetting regime
exhibits a decrease gf with the inner flow rate, which is coherent with the theorydicéons
in the convective regime. On the contrafy,increases linearly in the second jetting regime, in
contradiction with the theoretical results. However, thehaviour suggests the presence of an
externally imposed perturbation associated with the ggripump that controls the inner flow
rate which is amplified by the flow. In fact, the pumping ratetted syringe pump increases
linearly with Q; as

4Q;

Soump = D2dr’ (6.5)

where D = 4.61 mm is the syringe diameter antk = 0.088 um the syringe pump step.
While f,.mp IS too high compared tg, in the second jetting regime, its fourth sub-harmonic
(foump/4) matches it precisely, as shown in Fig. 6.13. Moreover, tioé the second sub-
harmonic (f,ump/2) is also present in the frequency spectrum of Fig. 6.7(a)s Mésult shows
that in the second jetting regime there is also a broad rahgmsiable frequencies, but the
dominant one relates to the frequency imposed by the pumptegf the inner fluid.

Figure 6.13 summarizes the frequency response of the sy®ethzones represent the fre-
guencies that are present in the density spectrum of the flowhe dripping regime there is
only one, well defined frequency, while a broad range of fezqes are present in the jetting
regimes. When the frequency imposed by a perturbationdiéisa unstable range of the jetting
regime, the external frequency is amplified, dominatingdyem. These results are coherent
with a convective nature of the flow instability in the jegiregime.

This hypothesis is confirmed by our experiments with theresdeforcing imposed by the
laser in the jetting regime. These experiments show thelsgnization of the jet’s oscillations
with the laser frequency, demonstrating the ability of ttetp amplify externally induced per-
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Figure 6.13: Frequency response of the jet as a functiopn &r fixed (... Circles correspond to

the dominant frequency for ea€hy. Red zones represent the amplified frequencies. Green lines
correspond to the pumping rate (solid line) and its secoadh{éd line) and fourth (dot dashed
line) sub-harmonics. J now stands for the jetting regime.

turbations. The amplified perturbations are found to foltpvalitatively the dispersion relation,
which states that, at first order, the frequency and wavéhearg related through a constant phase
velocity.

It was observed that when the flow was in the jetting regimebat the transition to dripping,
laser could cause a strong destabilization if the laser pawas too high. This can be explained
by remembering that the heating reduces the inner vis¢@sitythus can decrease the capillary
number below its critical value in the zone heated by therladds would lead to the creation of
a locally absolutely unstable region, where the pertudnatvith zero group velocity is locally
amplified. Generation of monodisperse drops a small distafter the laser position confirms
this picture.

In conclusion, we have given experimental evidence to awontirat the jetting regime in a
co-flowing system relates to a convective instability. Gasely, we argue that the mechanisms
involved in drop formation in the dripping regime does natrespond to an absolute instability.

Confirmation of the instability nature of the flow in the jetfiregime is important to un-
derstand the mechanisms that control drop formation whpillag and viscous effects are in
competition. In particular, spatiotemporal stability btsés predicts high inherent dispersion
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in drop sizes in the jetting regime. This is because noiseécesy such as micrometer sized
fabrication defects of the channel walls or fluctuationsha pressure and flow rates, are un-
avoidably present. While this kind of perturbations aradppdamped and usually negligible
in microfluidics, they are exponentially amplified by a coctneely unstable flow. At the same
time, comprehension of the flow nature provides a way to obttirs polydispersity by inducing
the amplification of a preferred single frequency with a colied forcing. Here, we do so with
periodic, localized laser heating, demonstrating theipdig of externally tuning the frequency
of drop formation and the drop size with a low dispersion.



Chapter 7
Conclusions

Digital microfluidics promises to revolutionize the way th#logical and chemical analyses are
done by implementing the full set of laboratory processss&ladrops that flow in microchannel
networks. Drops in microfluidics contain a volume on the ptomanoliter scale and can be used
as individual reaction chambers, allowing to encapsulatkisolate reagents and to parallelize
a large number of reactions in a single microfluidic chip streducing the material used for an
analysis and the time necessary to carry it out. At the same, the implementation of digital
microfluidics opens new technological challenges, padityto achieve a precise control of
microdrops. The development of a droplet-based lab-ohya+equires the implementation of
functions that allow steady drop production, controlledpdtransport, precise manipulation of
the drop contents, reproducible drop fusion and drop dinisind sensitive detection of their
contents.

In this sense, this thesis work gives an answer to the needeohamisms to actively ma-
nipulate drops in microfluidics. Specifically, the objeetiof this thesis is the development of
an optical toolkit able to exert control over microfluidicoghs by the use of a laser beam. This
objective has been addressed, first, by a characterizatittheahermal, physicochemical and
hydrodynamical aspects of the laser-based technique hwids allowed us to understand the
physical mechanisms involved in the laser manipulation igdimitations. Then, based on
this characterization and taking into account the limitasi, the laser tool was developed for
achieving the control of drops in three different functipnamely the routing of drops inside
a microchannel, mixing the contents of a drop and controhefdize of drops during the drop
formation process.

The thermal aspects of the laser-based technique of thsssthee shown in Chapter 2 and
concern the evolution of the temperature and the amplitadeatent of the temperature increase
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in the steady state due to the absorption of the laser radibti the agqueous drops. It was found
that the time for reaching a steady state in the temperaticki§ of a few milliseconds, while
in the steady state the temperature increase is of a few telegoees Celsius within a region of
25 um radius. These experimental results are accompanied hyations of the laser heating,
which agree with the experimental measurements for low |a@eers and can be used to predict
the laser heating in different geometries.

The physicochemical and hydrodynamical aspects of thefiaszng are shown in Chapter 3.
In summary, it was found that the heating of the drop surfaitle tle laser radiation triggers a
series of physicochemical and hydrodynamical processéshvdause the apparition of a net
force on the drop as follows: Product of the heating, the eotration of surfactant molecules
adsorbed on the interface is reduced in the heated zonehwitceases locally the surface
tension. The creation of a gradient of surface tension ies@Marangoni flow that consists of
a pair of symmetric recirculation rolls inside the drop thpproach the laser position along the
drop surface and go away through the center of the drop, witkquivalent in the external fluid
phase. This flow shears the drop interface, specially intirefiims of fluid that exist between
the drop surface and the channel walls. The integrated sheélae drop surface is responsible
for the apparition of a repulsive net force on the drop. Thieé was measured on the order of
100 nN, increasing with the temperature gradient.

A first important limitation of the laser forcing is revealedChapter 3 by the measurements
of the velocity field inside the drops, which indicate that tipparition of the Marangoni flow,
and therefore the development of the force, is simultanemtise increase of temperature. This
limits the time for setting the force on the drops to the hegtime.

In Chapter 4 we show that the use of spatially extended lesttemps produced with holo-
graphic techniques can be used to overcome the limitatiggog®d by the heating time scale
by increasing the region where the laser force is appliedrelher, we present sophisticated
applications of the laser force to sort and store drops incioohannel by using dynamical laser
patterns obtained with holographic techniques. In pddicuve show that these laser patterns
can act like walls to steer the drops in a sorting device anchwaltiply the control on the drops
trajectory to several drops in different places of the nabiamnel simultaneously.

The laser forcing is also used to induce mixing of the dropteats by manipulating the
Marangoni flow inside a drop stopped by the laser force, as/shio Chapter 5. In this sense,
mixing is limited by the spatial symmetry of the MarangoniifloThis symmetry prevents the
total mixing of the drop contents due to the presence of aialirsurface separating the two
recirculation rolls which is not crossed by any streamlingsachieve mixing, the symmetry of
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the Marangoni flow is broken by alternating the laser betweenpositions at the front of the
drop. The switching of the laser position modulates theasarfthat divides the rolls, allowing
the communication between the two zones of the drop andftverallowing mixing.

The utility of the laser tool is expanded in Chapter 6, wheeeshow that the laser beam
can be used as a tool to tune the frequency of drop formatidrirendrop size in a co-flowing
device. In a co-flowing geometry two regimes can exist depegnoin the capillary number. For
low capillary numbers a dripping regime is observed, charamed by a steady drop formation.
Instead, for high capillary number a jetting regime appeatsch does not present steady drop
formation. We show that, in the latter case, the system refpto the periodic forcing imposed
by a laser beam whose power has been sinusoidally modulated.forcing is not driven by
solutocapillarity like the laser-induced force on the droput by a localized decrease of the
viscosity of the inner fluid in the heated zone, which reddoeally the capillary number. In
the presence of such a periodic forcing, the system is irdltecproduce drops at the frequency
imposed by the laser. In this way, drops of a fixed size can béyzed and the size can be tuned
by adjusting the frequency of the laser modulation.

The perspectives opened for applications of this work aréiptet As mentioned before,
the development of microfluidics requires the implemeantatf functions to control the drops
behaviour at various stages. This work, therefore, offéaser technique to achieve this control.
The heating involved in the use of the laser technique malsggsetially suited for applications
that require heating the components. In this sense, it wioellparticularly interesting to use the
laser forcing with drops that contain the reagents for aror@mic reaction. In this case, heat
acts as a catalyst for the reaction and therefore the lasen ban be used simultaneously to stop
a drop for observation while mixing its components and &igag the chemical reaction.

In such a case the laser heating is an advantage, sinceris fdneanalysis that one wants to
study. In some other cases, on the contrary, laser heatiggomaeen as a disadvantage since
it may damage the drop contents, as for example in the casellef ¢-or applications where
heating may be dangerous, using the laser technique to etrtp contents may be unsuitable.
In fact, as shown in Chapter 5, the Marangoni flow imposeg [iieating to most of the drop
contents, while the fluid particles that experiment the Bgjttemperature increase are heated
for short times and with long periods at ambient temperatiBg mixing the drop contents,
the possibility of exposing the sensitive samples to sigaiifi heating increases. However, for
purposes of routing and tuning the drop formation, the l&sgrkeeps its utility in cases where
heating is not advisable.
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Holographic techniques can be used to parallelize the uieedhser beam in microfluidic
applications, as already shown in Chapter 4. In this semsecan imagine applications where
several laser spots are used to simultaneously tune thefsizeps in a co-flowing device, store
them in an array and mix their contents. Holographic tealesg however, are not widely spread
and introduce large complexity to the system. Moreover,ftbguency of switching between
holograms is limited to a few Hertz and therefore cannoteaehthe high throughputs required
for series LOC applications. Instead, other simpler tegi@s may be used, as the utilization
of galvanometric mirrors that displace the laser beam adtws microchannel geometry. Gal-
vanometric mirrors can tilt at frequencies up to some megakath precision of a fraction of a
millisecond of arc, thus rendering a single laser beam utzigs, emulating the function of the
holograms but with higher performance.

Concerning the more fundamental aspects of the thesis,@maeyeestion remains regarding
the mechanism involved in the redistribution of surfactdune to the laser heating. One hypoth-
esis has been invoked, which is the thermal migration ofsteiht micelles, lowering the local
concentration of surfactant and therefore promoting tregsion of surfactant from the drop
interface. However, other mechanisms may be present. Testipn, lying beyond the objective
of this thesis, constitutes an interesting fundamentasoghemical problem.

Furthermore, the three dimensional nature of the flows waasreg within most part of this
thesis. In fact, the shallow approximation was used, whatsists in averaging the flow over the
depth of the microchannel, supposing a parabolic profilaan direction. This approximation is
valid for high aspect ratia /h, with w andh the width and depth of the microchannel, respec-
tively. However, it is probable that the Marangoni flow hasoaponent in the third direction
and this component may have an important influence on botlasiee-induced force created on
the drops and the mixing using the Marangoni flow. An apprdaateal with this three dimen-
sional flow could include numerical simulations, confocatmscopy in order to obtain three
dimensional velocity fields or the construction of microehels with low aspect ratio /.
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