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Titre : Plateforme microfluidique pour la mesure de la croissance bactérienne en gouttes.  
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Résumé : Dans ce manuscrit, nous présentons 
une nouvelle puce microfluidique pour l'étude 
de la croissance de bactéries. Nous étudions tout 
d'abord la production de gradient de soluté dans 
des canaux microfluidiques pour créer, dans 
n'importe quelle puce microfluidique, différents 
environnements chimiques. Ensuite, nous 
développons une deuxième plateforme 
permettant l'encapsulation de bactéries avec leur 
milieu de culture dans des micro-gouttes. Ces 
gouttes sont directement produites dans un 
tableau où elles sont stockées. La spécificité de 
cette technologie réside dans la production des 
gouttes de façon passives grâce à un système de 
pièges capillaires intégrés dans la géométrie de 
la puce. La répartition initiale des bactéries dans 
les gouttes suit une distribution de Poisson 
donnant lieu à des mesures précises de la 
concentration en bactéries dans l'échantillon de 
départ. Cette distribution est en outre utilisée 
pour identifier des symbioses entre plusieurs  

espèces bactériennes. Le stockage des gouttes à 
des emplacements fixes permet le suivi 
individuel de chaque contenu de goutte au cours 
du temps. Contrairement au mesure classique de 
croissance bactérienne, nous sommes en mesure 
de suivre 1 500 courbes de croissance ce qui 
donne accès aux distributions statistiques de 
chacun des paramètres de croissance. Des 
gouttes gélifiées sont utilisées pour récupérer 
chaque goutte individuellement en dehors de la 
puce afin de réaliser des analyses plus 
approfondies lorsqu'un phénotype particulier est 
détecté. Enfin, les deux plateformes sont 
combinées en une troisième puce pour étudier la 
réponse des bactéries aux traitements 
antibiotiques. Nous présentons comment 
peuvent être réaliser des antibiogrammes avec 
13 concentrationS sur cette ultième puce avant 
de l'utiliser pour faire des tests de susceptibilité 
aux antibiotiques avec des mesures digitales ou 
dynamiques.  

 

Title : Droplet-based Microfluidic Platform for Quantitative Microbiology  

Keywords : Microfluidic, Droplet, Microbiology, Bacteria growth. 

Abstract : In this work, we present a new 
microfluidic platform dedicated to the study of 
bacteria growth in constant or varying 
environment. The production of different 
environments is first investigated through a 
concentration gradient producer adaptable to 
any microfluidic device. Then, a second device 
is presented, in which bacteria cells are 
encapsulated in nanoliter droplets with nutrient 
and stored in a large array. The novelty of the 
developed technology relies on the passive 
production of thousands of droplets thanks to 
capillary traps hard-coded in the chip 
geometry. The initial distribution of the 
bacteria cells follows a Poisson distribution 
which allows precise cell concentration 
quantification and novel perspectives for 
bacteria symbiosis investigation. The fixed 
location of the droplets in the array allows for  

the visual inspection of any of them in time. 
Contrary to classical bacteria growth 
measurements, we follow $1,500$ growth 
curves in parallel which leads to the statistical 
distribution of each individual growth 
parameters. In addition, the use of gelified 
droplet enables the recovery of any individual 
droplet out of the chip. Extracted bacteria cells 
are viable and thus, suitable for further analysis 
when specific phenotypes are identified. 
Finally, the concentration gradient producer is 
combined with the bacteria culture platform to 
study the bacteria response to antibiotic 
stresses. This final chip is first used to perform 
antibiograms by testing $13$ antibiotic 
concentrations on a single chip. Then, it is 
extended to drug susceptibility testing to 
antibiotics with end-point or dynamical 
measurements.  
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chercheurs permanents, merci à Thérèse, Sandrine, Delphine et Magali qui nous permettent
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Résumé de la thèse en français

Dans ce manuscrit, nous présentons une nouvelle technologie microfluidique dédiée à l’étude
de la croissance de bactéries. Cette technologie se décline sous deux versions, l’une permet-
tant de créer plus d’un millier de cultures bactériennes identiques sur quelques centimètres
carré, l’autre permet de cultiver des colonies de bactéries dans di↵érents environnements
chimiques. Cette thèse a pour but de détailler le fonctionnement de la technologie ainsi
que d’en présenter les applications potentielles. Le travail est organisé en quatre chapitres.

Nous étudions tout d’abord la production de gradient de soluté dans des canaux microflu-
idiques pour créer, dans n’importe quelle puce microfluidique, di↵érents environements
chimiques. Ce chapitre donne une explication des principes physiques à l’origine de la
création du gradient chimique dans un réseau d’échelle. La création du gradient s’avère
dépendre de deux paramètres sans dimension, d’une part le ratio entre les résistances
hydrodynamiques du canal de distribution et des branches où s’établit les di↵érentes con-
centrations en soluté et d’autre part le nombre de Péclet, ratio entre les temps caractéris-
tiques d’advection et de di↵usion. Le premier est entièrement déterminé par les paramètres
géométriques du réseaux d’échelle et n’est pas impacté par les propiriétes physiques des flu-
ides utilisés (viscosité, tension de surface, ...). Pour une géométrie fixée et un soluté donné,
le nombre de Péclet est ajustable seulement en modifiant le débit en entrée de puce, cela
permet d’atteindre trois profiles de gradient sans changer le design de la puce allant du
profile constant au profile sigmöıdal en passant par le profile linéaire. La compréhension
des éléments fondamentaux de la création du gradient nous permet d’étendre le principe au
cas de large chambre microfluidique pour la production d’un gradient continu et l’adapter
à notre plateforme de culture bactérienne présentée dans le deuxième chapitre.

Cette plateforme permet l’encapsulation de bactéries avec leur milieu de culture dans des
gouttes de 2 nL. Ces gouttes sont directement produites dans un tableau où elles sont
stockées. La spécificité de cette technologie réside dans la production des gouttes de façon
passives grâce à un système de pièges capillaires intégrés dans la géométrie de la puce.
Cette technique assure un contrôle précis de la taille des gouttes et permet la réplication
de 1 495 micro-environnements identiques sur quelques centimètres carré. Un suivi de la
croissance des bactéries a montré que leur croissance est limitée par la quantité de nutri-
ments disponibles initialement dans chaque goutte. Même si la quantité de nutriment est
identique pour chaque goutte, la répartition initiale des bactéries dans les gouttes suit une
distribution de Poisson dont le paramètre caractéristique dépend de la concentration ini-
tiale en bactérie et le volume des gouttes. Ainsi, une mesure précise de la concentration en
bactéries dans l’échantillon de départ peut être déduite du nombre de gouttes vides après
incubation. La deuxième partie du chapitre explore le potentiel de cette distribution no-
tamment pour identifier des compétions ou symbioses entre plusieurs espèces bactériennes.
Dans le cas d’interactions, une analyse plus fine des gouttes d’intérêt est rendue possible
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grâce à un système de récupération individuelle avec un système de dé-gélification à l’aide
d’un laser infra-rouge.

Le stockage des gouttes à des emplacements fixes permet le suivi individuel et en parallèle
de chaque contenu de goutte au cours du temps. Plus d’un millier de courbes de croissance
peuvent ainsi être établies sur une seule puce. Une mesure des paramètres de croissance
communément mesurés sur les courbes de croissance de population résulte en distributions
statistiques des paramètres individuels. Contrairement aux mesures classiques de croissance
bactérienne qui donne accès au comportement au niveau de la population, les distributions
de paramètres de croissance permet d’observer les comportements individuels, notamment
les dynamiques de croissance des bactéries qui se divisent lentement car elles sont souvent
supplanté par une croissance excessive des cellules qui se divisent plus rapidement et con-
somme donc une plus grande quantité de nutriments. Un premier déblayage des di↵érentes
méthodes de modélisation de la croissance bactérienne est aussi fourni. Le développement
de modèle de croissance permettrait de remonter à des information au niveau de la division
cellulaire.

Enfin, le producteur de gradient et la plateforme de culture bactérienne sont combinées
en une troisième puce pour étudier la réponse des bactéries aux traitements antibiotiques.
L’application d’un gradient de concentration spatialement stable sur la plateforme de cul-
ture répète 115 fois 13 concentrations di↵érentes. La puce est utilisée pour faire des an-
tibiogrammes avant d’étendre le spectre des possibilités aux tests de susceptibilité aux
antibiotiques avec des mesures digitales ou dynamiques.

Ce travail donne une preuve de concept technologique de la plateforme microfluidique. Son
couplage avec un instrument d’automatisation les procédés de chargement et d’incubation
permettrait sa pénétration dans des milieux non spécialistes comme des laboratoires de
microbiologie. Un certains nombre d’applications ont dors et déjà été débutées comme
la découverte de nouvelle conditions de culture in vitro pour des bactéries non cultivable
en dehors de leur milieu naturel ou encore l’étude de l’émergence de la résistance aux
antibiotiques. Avec le nombre de plus en plus important de corrélation établies entre
notre environnement microbien et notre santé, l’utilisation d’une telle technologie aura
d’importantes retombées économiques et sociétales.
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Chapter 1

Introduction

In the early days of microfluidics, physical studies of single or two-phase flow in microchan-
nels were devoted to the development of new methods enabling elementary operations on
a fluid sample. The similarities between the electronic governing equations and the linear
relationship between the pressure and the flow rate for laminar flows inspired the develop-
ment of electronic equivalent systems such as the multiplexed micro-valve techniques that
allow for complex fluid handling, compartmentalization and peristaltic pumping.1 Single
phase flow also investigated problematics of fluid mixing through the production of concen-
tration gradient using tree-like architectures,2 transversal di↵usion systems,3,4 Taylor-Aris
dispersion5 or serial dilution.6 The use of multiple-phase flow led to the development
of droplet microfluidics. In this area, di↵erent methods of droplet production were in-
vented in the early 2000s, from T-junction breakup7 to capillary flow-focusing8 and planar
flow-focusing.9 Beyond droplet production, various techniques of droplet sorting were also
proposed, either by dielectrophoresis,10 by optical means,11 or through the use of surface
acoustic waves,12 in addition to methods for merging or breaking drops, or mixing their
contents.13,14

Once the protocols for individual operations were established, they were combined together
to create platforms that integrated multiple operations. For example, a platform coupling
droplet production and sorting was used to perform directed evolution of enzymes. This
enabled screening of libraries of ≥ 107 enzymes and selection of rare mutants with enhanced
catalytic rates.15 These advanced results are only possible through the use of microfluidics
techniques which display specific abilities for fast analysis, high-throughput screening, pro-
cess automation, parallelization and integration of numerous operations on a single chip.
Thus, further development of microfluidics is expected to enable the emergence of other
applications especially in microbiology. The whole process of combining basic operations
into multifunctional platforms and then the development of new specific applications al-
lowed microfluidic technologies to mature and to emerge on the ’slope of enlightenment’ in
the Gartner Hype Cycle (Fig. 1.1 and16) with the first entrepreneurial success stories like

1
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Technology	Trigger

Peak	of	Inflated	Expectations

Trough	of	Disillusionment

Slope	of	Enlightenment

Plateau	of	Productivity

Maturity

Visibility

Figure 1.1: Gartner Hype Cycle describing the maturation stages encountered by a
new technology.

RainDance, Fluidigm and Stilla Technologies – a spin-o↵ start-up from LadHyX.

1.1 Current challenges for new microfluidics devices

In spite of the large number of droplet-based microfluidic tools that have appeared lately,
their penetration into non-specialist labs remains limited. The multiwell plates are still pre-
ferred for quantitative measurements in biology labs rather than microfluidic devices. In
addition to its versatility and ease of use, the multiwell format features several key function-
alities: (i) samples are isolated in their respective wells; (ii) well contents can be monitored
in real time; (iii) the contents can be stimulated several times by pipetting additional com-
pounds into the wells; and (iv) each well population can be retrieved separately at any
time for further processing. To date, the two microfluidic systems that come closest to in-
tegrating this whole range of functionalities are single-phase and valve-based devices,17 and
electrowetting-on-dielectric (EWOD) chips.18,19 Both systems are programmable, they can
address a broad range of problems from DNA extraction20 to chromatography6 . However,
this comes at the cost of complex microfabrication processes, and an increasing complexity
of the device manipulation when the number of reaction steps becomes large.

There has recently been a rise in awareness to the importance of developing simpler mi-
crofluidic protocols, while maintaining a high standard on the device robustness.21,22 In
line with these preoccupations, droplet microfluidics has attracted broad attention.23–30

Compared with valve-based and EWOD devices, droplet microfluidic systems rely on eas-
ier microfabrication and are better suited to handle large numbers of reactions. Several
droplet-based renditions of a multiwell plate have been proposed, in the form of static
arrays of droplets.23 Many of these variations consist in designing quasi-2D geometries,
where linear channels are connected to in-line or side pockets for droplet storage.31–36 In
other cases, droplets are stored in truly 2D chambers. These ensure a high degree of ro-
bustness since they are very tolerant to flaws or impurities. Indeed, in a linear channel the
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presence of a single defect or dust can block all downstream flow, while in a wide chamber
the liquid simply flows around the impurity. In such 2D geometries, storage is performed
either using traps37,38 or simply by packing the droplets in large chambers.39–41 In all cases,
sample encapsulation and droplet monitoring are readily achieved. Yet, only a couple of
platforms allows for the addition of a new stimulus to the encapsulated cells,23,35 and none
o↵er solutions for single-droplet retrieval.

1.2 Existing technologies for bacteria cells studies

The idea of encapsulating bacteria cells in nanoliter droplets is not novel. A recent work of
Kaminski et al.22 nicely reviews the existing techniques in droplet-based microfluidics for
microbiology. Interestingly, they compare droplet-based microfluidics to the other existing
techniques for bacterial culture along two axes : the level of control over the culture pro-
cess and the scale of the miniaturisation and parallelisation. The advent of microfluidics
enabled not only to scale down the size of compartmentalization of the bacteria culture
sampling, but also the automation of complex protocols often encountered in biological
experiments. This automation enables for higher throughput of operations and analysis.
The miniaturization of culture compartments has also brought out three di↵erent levels of
observation for bacteria proliferation namely population, colony and single cell levels, with
each level giving access to di↵erent types of information.

Old-pole	
'mother'	Cell

The	"mother	cell"	machine Single-Cell	Droplets

(a) (b)

Figure 1.2: Figure extracted from.42 a) Mother Cell Machine snapshot which allows
for single cell analysis.43 b) Single-cell culture in droplets.39

1.2.1 Correspondence between bacteria growth technique and
level of observation

Classical techniques such as the Petri dishes and micro-well plates provide information at
the population level by describing the global population behaviour. These techniques have
fashioned the way microbiological experiments are made today. Yet, they give no insight
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on the composition of the population : are all bacteria cells identical? Are they ageing or
dividing all the same way with the same dynamical properties? This limitation was exposed
by novel microfluidic techniques such as the mother cell machine (Fig. 1.2a).43 This ma-
chine traps individual cells in microchannels and cultivates them in a continuous tangential
flow of culture medium. With such technology, quantitative measurements were performed
at the cell level with a very high precision, which led to the study of cell ageing43 or the
elucidation of major cell division mechanisms.44 Such experiments highlighted an inherent
stochasticity within bacterial populations in terms of division events timing or division
size. Even though the mother cell machine permits very high content information on the
stochastic behaviour of individual cell division, it fails to integrate the social interactions
that often play a key role in the bacteria cell development. This is rendered observable at
the colony level. A colony is defined by all the descendants of a single cell confined at the
same location as in a droplet for example (Fig. 1.2b). This level of study gives access to
the variability of the physiological parameters between monoclonal populations of a same
species.

Each level of observation can also be characterised by its culture principle.22,42 The ob-
servation of population or colony levels is generally performed in batch systems. Batch
cultures confine cells in a finite space (e.g. microfluidic chambers, droplets or microwells)
giving access to a finite amount of nutrient. Such structures are associated to a poor con-
trol of the cultivation environment. The secreted metabolites1 are indeed accumulating
in the batch during the cell proliferation. More robust environmental control is ensured
by the mother cell machine which maintains a constant culture medium flow that rapidly
di↵uses towards the old-pole mother cell (Fig. 1.2a). As some regulatory systems of the cell
metabolism are extremely sensitive, minor changes in the microenvironment may rapidly
result in the regulation of the cell cycle.42 This is why a precise control of the environment is
generally required for finding quantitative relations between physiological parameters and
the extracellular environment. Finally, as each scale of observation corresponds to di↵erent
cultivation environments, di↵erent levels of controllability and di↵erent range of informa-
tion, this will result in di↵erent types of model to describe or predict bacteria growth within
those systems. In the same way that quantum mechanics deals with stochastic equation
and the classical mechanics with deterministic laws, the single cell level is better described
by random processes while growth curves of bacteria population are ruled by deterministic
equations systems.

1.2.2 Existing droplet-based technologies

Some droplet-based microfluidic technologies for microbiology already exist. They are
mainly dedicated to bacteria susceptibility to antibiotics testing,36,45,46 bacterial social in-

1Metabolites describe all the chemical secreted by cells during their growth.
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teraction47,48 or lineage evolution.49 Leung et al.50 proposed a programmable valve-based
device made of an array of 95 chambers that is used to trap droplets containing bacteria
cells (Fig. 1.3a). The device can expose any individual chamber to any combination of 8
reagents allowing them to identify taxonomic genes or perform whole genome amplification
on the bacteria strain S.typhimurium. The advantage of using valves relies on the address-
ability of the system such that each chamber content can be individually and dynamically
monitored. However, the microfabrication and the programming of such device is complex
which limits its adaptability to a broader range of applications as well as its use in non-
specialised fields. Even though a large spectrum of reagent combinations is programmable,
the number of repetitions is limited by the number of the chambers, which does not enable
quantification of the variability between the bacterial colonies.

Baraban et al.46 developed a Millifluidic Droplet Analyser (MDA, Fig. 1.3b) to investigate
bacteria growth raising the number of droplet up to a thousand. Droplets are stored in
tubings system rolled around two cylinders. By controlling the flow rate of the continuous
oil phase, droplets can be easily monitored and observed. Droplets content is determined
as they pass by an optical detector. The temperature of the whole device can be also
maintained at 37 ¶C, which enables to follow the dynamical properties bacterial colony
growth. For long term cell culture, their robotic system can add fresh medium as well as
oxygen. The monitoring of the inlets flow rates allows for the production of concentration
gradients between the droplets for drug testing or to apply a selective pressure on bacterial
populations.51 The technology is however limited by the complexity of the surrounding
robotic system and the cumbersome cylinders for the droplets storage. In addition, the
droplets are monitored in a one-dimensional tubing which fixes a minimum time to observe
the whole set of droplets and enables the retrieval of droplets out of the chip at a single
point of the tube. This impedes the parallelization of the extraction process.

(a) (b)

Figure 1.3: a) Valve-based device developed by Leung et al.

50 b) The MDA instrument
developed by Baradan et al.

46

The two presented technologies show how basic microfluidic operations can be combined.
However, the integration of multiple features renders the microfluidic devices highly com-
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plex. An interesting way to simplify the microfluidic operations is to hard-wire the fluid
handling in the chip geometry. Derszi et al.36 developed a microfluidic platform (Fig. 1.4a)
that requires only 5 pipetting steps to perform an antibiogram with 11 concentrations of
ampicillin on E.coli (Fig. 1.4b). The novelty dwells in the absence of external pumping
system to control the formation of sub-microliter droplets. Therefore, such technologies
require no instruments specific to microfluidics labs and are easily integrable in existing
microbiological protocols. The use of the passive pumping based on capillary forces recalls
the paper-based microfluidics technologies or other open microfluidics platforms.26 Their
designs require deep insights on the physical properties of the fluids and also a precise
synchronisation of the operation handlings. This can limit its parallelization to a higher
number of repetitions and device operations.

(a) (b)

Figure 1.4: a) Chip design by Garstecki’s group for easy fluid handling operations. b)
Resulting antibiogram of E.coli for ampicillin. Extracted from.36

1.3 Objectives and structure of the thesis

In this PhD thesis, a droplet-based microfluidic platform is developed for the quantification
of bacteria growth in varying environment. This work establishes the technological frame-
work for future fundamental applications in biology. The development of such technology
does not rely only on the hardware design but also on the demonstration of the platform ca-
pabilities in term of cell observation, microbiological operations, control of cell environment
and data analysis. The multiplicity of the chip operations results from the integration of a
large panel of complementary scientific backgrounds, which renders this manuscript highly
multidisciplinary. Briefly, the hardware design integrates fundamental studies on surface
tension, advection-di↵usion and laminar flow distribution in micro-channels (physics and
mechanics). Parallel observation of thousands droplets with the corresponding data extrac-
tion require the programming of a software (informatics). The theoretical tools developed
for the analysis and the modelling of the experimental data rely on applied mathemat-
ics results. Finally, the design of bacterial strains that emit fluorescent protein and the
understanding of their main physiological parameters with or without antimicrobial stress
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request fundamental knowledges in microbiology.

The particularity of the presented technology relies on the hard-coding of the chip fea-
tures in its geometry. This renders the technology versatile, robust and easy to use which
meets the current challenges identified for new microfluidic technologies. The platform in-
tegrates more than 10 years of microfluidic research in Charles Baroud’s group. It consists
in the production of 1, 495 static aqueous droplets in fluorinated oil in a two-dimensional
array. The droplets production is based on the capillary trap principle28,52 and is combined
with a concentration gradient producer which enables the application of external antibi-
otic stresses on the encapsulated bacteria cells at various intensities. The array structure
enables also the direct visualisation of each droplet for time-resolved measurements and
the individual retrieval of any of them at any time.

Bacterial	Culture	Platform

Escherichia coli Pseudomonas fluorescens Bacillus subtilis

Chapter 3

A

B

Concentration	Gradient	Producer

Chapter 2

Digital	Analysis

Chapter 3

Dynamical	Analysis

Chapter 4

Chapter 5

Final	Microfluidic	Platform

Figure 1.5: Organisation of the manuscript. Each block is assembled in a single mi-
crofluidic platform.

As the developed microfluidic chip integrates several functionalities, the thesis is organized
such that each level of the device complexity is either developed independently (chapter 2)
or added step by step (chapters 3 and 4) until the last chapter where the developed fea-
tures are all combined together in a final platform with a demonstration of its abilities for
the drug susceptibility testing on bacteria cells. Figure 1.5 illustrates the structure of the
thesis by presenting each block of the final microfluidic chip. At each newly added block,
we present the experimental protocols, develop the theoretical background and explore the
potential microbiological applications conferred by the supplementary features.
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This work has led to the publication of two papers. The first paper53 presents the first
block on the concentration gradient producer. The second paper54 gathers most of the
technological features developed in chapters 3,4 and 5.

1.4 Manuscript Contents

In the chapter 2, the theoretical study of a microfluidic ladder network allowing for the
production and control of a concentration gradient is presented. By performing the study
of the fluid dynamics we are able to predict the distribution of a given solute inside the
device. This first block provides physical insights on the gradient production and control
lead us to define design rules for its adaptation to a larger range of microfluidic devices
and especially our bacteria culture platform.

Chapter 3 introduces the ’generic chip’, the second block of our technological development.
It corresponds to a simple design for the production of static droplets anchored in an array
of capillary traps for bacteria cell culture. First, the experimental protocol to grow any
bacterial strain is described in addition to the on-chip culture conditions characterisation.
Then, the extraction of any particular droplet of interest out of the chip is investigated.
For the retrieval, an external infra-red laser is used to avoid additional microfluidic oper-
ations for droplet handling inside the chip. Bacteria cells can be genetically modified to
express fluorescent proteins while they are growing. The distinction between empty and
non-empty droplets is therefore easily determined on inseminated chips after their incuba-
tion. This end-point measurement constitutes the third block of the study and it is called
the ’digital analysis’. It provides a binary result of the growth or no-growth in a given
droplet. Using the Poisson theory, the initial cell concentration can be quantified and the
mean initial number of cells per droplets estimated. The extension of the digital analysis
to several species yields potential detection of competition or symbiosis between bacterial
species with solely a single time point analysis.

In chapter 4, time-resolved measurements are added to the digital analysis. These provide
further information on the dynamical properties of bacteria growth. This fourth block
increases the information content that we can extract from the chip for even more quan-
titative analysis. We first define the dynamical parameters used to characterise bacteria
growth and review the classical model underlying those parameters. Then, the software
developed during the PhD is presented. It allows for the establishment of growth curves
from the timelapse experiments. This is followed by the analysis of the growth curves that
highlights the natural variability observed within bacterial populations. The confrontation
of our experimental measurements of parallel bacterial colonies with the existing models
and culture techniques helps us to define guide lines for the development of a stochastic
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model which would simulate on-chip bacteria growth.

The four blocks developed above are combined in chapter 5. After a review of the current
challenges for drug susceptibility testing, the microfluidic concentration gradient producer
is adapted to the generic chip in a single microfluidic chip. This provides a way to apply
and monitor antibiotic stresses to bacterial culture in a dynamical fashion. Both digital
and dynamical analysis are also integrated to study the impact of antibiotics on bacteria
growth, from the susceptibility curves establishment to the dynamical response of E.coli to
aminoglycosides.
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Chapter 2

Concentration Gradients in a
Microfluidic Network

In this chapter, the first block of the final device is built by studying the distribution of
flow rate and solute concentration within a network of parallel microfluidic channels with a
single input and single output. Using a combination of theoretical modeling and microflu-
idic experiments, we aim to obtain general design rules to adapt the presented gradient
producer to any type of microfluidic design.

The low value of the Reynolds number (Re) typical in microfluidics inhibits e�cient mixing
of di↵erent species. This in turn places significant obstacles to the generation of controlled
concentration contrasts, for example for cell migration,55 protein crystallisation tests,56 or
enzyme kinetics measurements.57,58 In response to this constraint, several methods have
been suggested for generating controllable concentration gradients in microchannels, taking
advantage of the reproducible laminar flows. For example, successive fusions of highly con-
centrated initial droplets with droplets of pure solvent has been shown to produce a train of
droplets with varying conditions .23,59,60 Taylor-Aris dispersion was also used to establish a
streamwise concentration gradient, which was then encapsulated into individual droplets.61

In single-phase flows, several devices combining solute di↵usion with a flow in a network
of channels have been developed in order to tailor a concentration profile of one or several
solutes.3,62,63 In those system, the distribution of the di↵using species is determined by the
relative importance of advection by the solvent’s flow and di↵usion of the solute,62 which
can be used to tune the concentration profile in a given device. Indeed, although the flow
distribution does not depend on the total flow rate for low Re flows, the time available for
di↵usion to operate will decrease with higher flow rates. This has been shown to play a
major role in determining the final concentration gradient.62

11
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Figure 2.1: Experimental image of the ladder network with a dye concentration. Two
streams (dye and pure water) are injected from the top-left region and flow into the network,
before exiting from the outlet at the bottom-right. A concentration gradient is formed in
the parallel vertical channels.

Few studies have however modeled the concentration distribution within such devices an-
alytically3 or numerically.64,65 Here, we present a new modeling approach that provides
theoretical foundation for the physical understanding of the gradient generation control
while focusing on a particular gradient-generating device initially introduced by Selimović
et al.,65 as shown in figure 2.1. Compared with the well known tree-like geometry,62 this
device allows for the production of a gradient on a smaller footprint and in a more robust
manner. We extend the observations of Selimović et al.65 by providing a simplified physical
model based on two dimensionless parameters. We show that the solute gradient can be
tailored by controlling these two parameters, and we provide design tools for adapting the
device to more complex microfluidic networks.

After describing the experimental parameters in Section 2.1, we model the flow distribution
in the parallel ladder network in Section 2.2. This distribution displays a non-trivial U-
shaped velocity whose depth is determined by a single geometric parameter that describes
the ratio of fluidic resistances in di↵erent parts of the network. Once the flow-rate distri-
bution is known, the solute transport is modeled by solving an advection-di↵usion model
in Section 2.3. This introduces a second non-dimensional parameter, the Péclet number
(Pe), and it is the combination of these two dimensionless parameters that determines the
global solute profile in the network. All the theoretical predictions are confirmed using
experimental measurements. Finally, two possible applications of this work are presented:
the first one combines the present design with self-digitization principle to encapsulate the



2.1. Experimental Methods 13

controlled concentration in nanoliter chambers, while the second one extends the present
design to create a continuous concentration gradient within an open flow chamber for its
adaptation to a wider range of microfluidic devices.

2.1 Experimental Methods

The detailed microchannel geometry is shown in Fig. 2.2. Two independent solutions are
injected at entrances A and B and flow side-by-side in the inlet channel before they are
distributed through the distribution channel between the branches. The flows are controlled
with a syringe pump (Cetoni Nemesys), or through a pressure controller (Fluigent MFCS),
and the behavior within the microchannels is observed through an inverted microscope
(Nikon TE-2000) as described below.

h

A

B

Outlet

10 mm 
Branch

Collection 

Channel

Distribution 

Channel

20 Branches

Inlet Channel

8.5 mm

Figure 2.2: Microfluidic network structure with dimensions. For flow rate measure-
ments, a 10 branches device is used, while for concentration profiles measurement, a 20

branches ladder network is used.

2.1.1 Chip microfabrication

All experiments are conducted in polydimethylsiloxane microchannels (PDMS, Dow Corn-
ing Sylgard 184) plasma-sealed onto glass slides. The mold fabrication process is based on
dry film photoresist soft lithography techniques, as descibed in detail by Fradet et al.66 A
unique photoresist layer (Eternal Laminar) is laminated onto a clean glass coverslip, using
ano�ce laminator (PEAK PS320) set at 100¶C, and exposed to UV (Hamamatsu Light-
ningcure LC8) through a photomask designed on Inkscape corresponding to the channel de-
sign (Fig. 2.2). Then, the mold is developed in a solution of carbonate potassium (1% w/w,
Sigma-Aldrich). Once cured and plasma sealed, the channel surfaces remain untreated in
the case of experiments with solely an aqueous phase. However, hydrophobic surfaces are
obtained for the experiments described in section 2.4 using aqueous phase in fluorinated oil
FC40 (3M FLuorinert) with 0, 5% (w/w) pegylated surfactant (008-FluoroSurfactant, RAN
Biotechnology). Hydrophobia is obtained by filling the device with an electronic coating
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EG-1720 (Acota Ltd, Knights Way, Shrewsbury, UK), then baking at 110¶C. The surface
treatment is repeated three times to ensure perfect coating. Two chip designs are used:
15 µm height for flow rates measurements and 50 µm height for experiments involving
concentration gradients.

2.1.2 Flow rate measurements

The flow rate in the distribution channel and branches is measured using non di↵using
tracer particles (LifeTechnologies, 1.0 µm FluoSpheres) diluted in aqueous solutions. The
solution is injected at 1 µL/min in both entrances and filmed using Photron Fast Camera
at 30◊ magnification. In steady flow, microparticles follow the streamlines, which can then
be visualized using image superposition as presented on Fig. 2.3.

At each branching node, a clear separating streamline is visible between the fluid that is
diverted into the side branch and the fluid that continues through the distribution channel
(dashed line on Fig. 2.3). The upstream distance between the bottom wall and the sep-
aration line is denoted ei for node i. Away from the branching site, the depth-averaged
Hele-Shaw flow is uniform along the channel width. Hence, conservation of mass at node i
provides a relation between ei and the flow rate within the distribution channel upstream
(Qi) and downstream (Qi+1

):

1 ≠ ei

w
= Qi+1

Qi

1 Æ i Æ N ≠ 1, (2.1)

where w is the width of the distribution channel. Therefore, the flow rate (Qi)i=1...N

along the distribution channel is obtained by measuring (ei)i=1...N and by noting that
Q

1

= QA + QB. Finally, the flow rate distribution (qi)i=1...N in the parallel branches is
computed using mass conservation as qi = Qi ≠ Qi+1

, noting that qN = QN .

2.1.3 Concentration gradients measurements

To quantify the concentration gradients generated in the chip, a 10 mmol 2,6-dichlorophenolindophenol
(DCPIP) solution is injected at entrance A while pure water is pumped in at inlet B. QA

and QB are always identical and range from 0.5 µL/min to 20 µL/min. DCPIP has a
di↵usion coe�cient58 D = 0.77 ◊ 10≠9 m2s≠1.

The concentration levels are obtained from measurements of the light absorbance through
the blue DCPIP solution. The local absorbance A is related through Beer’s law to the
local concentration of absorbing species (here DCPIP), noted C (in mol/m3) :
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Figure 2.3: Stack projection of 122 images of micro particles flowing through node i.
ei is the distance from the lower wall to the separation line (white dashed) between the
fluid that gets into a side branch and the remaining flow that continues through the
distribution channel.

A = ‘hC with A = ≠ log I

I
0

, (2.2)

with ‘ the molar extinction coe�cient (in mol≠1m≠1) of DCPIP, h (in m) the optical path
length of light which corresponds to the channel height. I and I

0

are the measured intensity
and the background intensity, respectively. Experimentally, I

0

corresponds to the intensity
through pure water flow (C = 0 mM). In practice the local concentration C is obtained
by measuring the local intensity I and comparing it with I

0

and a reference value I
ref

that
corresponds to the undiluted DCPIP concentration C

ref

. This yields:

C

C
ref

=
log I

I
0

log Iref
I

0

. (2.3)

2.2 Model and flow distribution in a ladder network

In this section, we study the flow distribution in the ladder network (Fig. 2.2). We develop
a simple model based on a resistance network that can predict the flow rates along the
distribution channel and in every branch. After confirming the model by experimental
measurements, we extend the theoretical prediction to the case of a continuous device
and give a design tool for adapting the branch length to obtain any kind of flow rate
distribution.
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2.2.1 Hydrodynamic Resistance Network

When the depth and width of each microchannel are small in comparison with its length, a
1D-hydrodynamic resistance model can be used, namely by relating through the hydrody-
namic Ohm’s law, �P = RhydQ, the pressure loss �P between the channel segment’s inlet
and oulet to the flow rate Q through that segment. The hydrodynamic resistance of a chan-
nel with rectangular cross-section is given by Rhyd = a(w/h)Rú

hyd, with Rú
hyd = µL/w2h2,

µ the dynamic fluid viscosity, a(w/h) a geometric factor:67

a(“) = fi3“2

8

Q

a
Œÿ

n=1,3,5,...

n“

fin5

≠ 2
fi2n5

tanh(nfi“/2)
R

b
≠1

(2.4)

with “ = w/h and L, w and h are the channel length, width, and height, respectively
(h < w).

Thus, the microfluidic network can be represented as a hydrodynamic resistance network
(Fig. 2.4), where pi (resp. pf

i ) is the pressure at node i in the distribution (resp. collection)
channels. Similarly, Qi and Qf

i are the flow rates upstream of node i in the distribution
and collection channels. The distribution and collection channels have the same geometric
characteristics, and the side branches are all identical. We note R the hydrodynamic
resistance between two nodes of the distribution or collection channel segment, and Rb the
hydrodynamic resistance of each branch. Kirchho↵’s law applied between nodes i ≠ 1 and
i (see Fig. 2.4) yields:

Rb (qi ≠ qi≠1

) = R
1
Qf

i ≠ Qi

2
for 2 Æ i Æ N, (2.5)

and from mass conservation,

Q
1

=
Nÿ

k=i

qk +
i≠1ÿ

k=1

qk (2.6)

for all 1 Æ i Æ N . Equations (2.5)–(2.6) can be recast in terms of the normalized flow rate
q̃i = qi/Q

1

in the branches :

q̃i ≠ q̃i≠1

= R

Rb

A
i≠1ÿ

k=1

q̃k ≠
Nÿ

k=i

q̃k

B

for 2 Æ i Æ N, (2.7)

Nÿ

k=1

q̃k =1. (2.8)

The previous system is controlled by a single parameter, R/Rb, which solely depends on
the network’s geometry:
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R

Rb

=
a

1
w
h

2

a
1

w
b

h

2
3

L

Lb

4 3
wb

w

4
2

, (2.9)

with Lb, wb and hb the length, width and height of the branches. For a given geometry (or
a given R/Rb), the normalized branch and distribution channel flow rates, q̃i and Q̃i with
1 Æ i Æ N , are computed from Eqs. (2.7)–(2.8), and

Q̃i =
Nÿ

k=i

q̃k. (2.10)

Figure 2.4: Equivalent resistance network: R and Rb are the hydrodynamic resistances
of a segment between two nodes and of a branch, respesctively. pi and p

f
i are the

pressure at the entrance and the exit of branch i, respectively. The flow rates in the
branches are written qi. Qi and Q

f
i correspond respectively to distribution channel and

collection channel inter nodes flow rates, while Q

1

is the global inlet flow rate.

2.2.2 Flow rate distribution

For a given network geometry (i.e. given R/Rb), the distribution profile of flow rates in
the parallel branches is obtained from Eqs. (2.7)–(2.8). The flow rate displays a U-shaped
distribution, with the highest flow rates in the first and last branches and lower values in
the middle of the ladder, as plotted on Fig. 2.5a for three values of R/Rb. A larger con-
trast between the maximum flow rates and the flow rate in the middle branches is observed
when R/Rb is increased. For R/Rb= 0.43, 85% of the global inlet flux Q

1

flows through
the first two and last two branches. This quantity decreases to 46% for R/Rb= 0.043.
At R/Rb= 0.0043 the fluid is more equally distributed between the branches with a low
contrast |q

max

≠ q
min

|/Q
1

Æ 2%. Hence, high branch resistances give more homogeneous
flow rate distributions than low branch resistances.

The U-shaped profile can be explained by calculating pi and pf
i , the values of the inlet and

outlet pressures for each branch (Fig. 2.5c). Applying the conservation of flow rate at node
i in the distribution or collection channels, as well as Ohm’s law gives:
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Figure 2.5: (a) Simulated flow rate distributions for three di↵erent geometries. In each
case, the branch resistance is changed such that the ratio R

R
b

is varying. (b) Pressures

at nodes (Pi)i=1...N and (P

f
i )i=1...N for R

R
b

= 0.43. (c) Comparison between numerical
(2) and experimental (◊) branch flow rate distribution for a ten branches device with
QA = QB = 1µL/min and R

R
b

= 0.043. (d) Image of a device filling process with only
one species: DCPIP at 6mM .

pi+1

≠ 2pi + pi≠1

= Rqi, (2.11)

pf
i+1

≠ 2pf
i + pf

i≠1

= ≠Rqi. (2.12)

Equations (2.11)–(2.12) show that the inlet and outlet pressure distributions have opposite
convexity: since qi is defined as positive in the notations of Fig. 2.4, the inlet (resp. out-
let) pressure distribution is convex (resp. concave), a result confirmed in Fig. 2.5(c). The
branch flow rate is simply proportional to the di↵erence between the two pressures at each
i; thus, the flow will always be higher at the edges of the ladder and smaller in the center.
This result contrasts with the linear pressure drop along a simple channel with no side exits.

This theoretical prediction is confirmed experimentally for R/Rb= 0.53 (Fig. 2.5b). The
experimental flow rates, which are obtained from the method described in Section 2.1,
are in very good agreement with the model predictions in the first channels. In the last
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channels, we observe the accumulation of measurement errors due to the resolution of the
pictures used (figure 2.3) and the particles size. This leads to a discrepancy with the model,
although the agreement remains good.

The signature of this velocity profile is best visualised by injecting a colored solution into a
ladder filled with pure water. The filling process occurs sooner near the beginning and end
of the ladder network than in the central region, as shown on the snapshot of Fig. 2.5d. This
distribution of flow rate has an important practical consequence: changing the contents
in the device is therefore limited by the time required to fill the central region and would
require a volume greater than the total volume in the device.

2.2.3 Extensions of the resistance network model

Finally, we present an extension of the hydrodynamic resistance model of Section 2.2.1 to
the limit case where the distance between two consecutive nodes tends to 0. This limit
transforms the discrete recurrence equations (2.7)–(2.8) into a single continuous equation.
This yields an exact analytical solution of the flow distribution in such ladder network.

When the distance between two nodes L æ 0, an infinity of infinitely thin branches can
be placed aside the distribution channel (Fig. 2.6a). In this case, the system of discretized
equations (2.7)–(2.8) can be described with continuous variables. The hydrodynamic resis-
tances of the ladder network of figure 2.4 can be considered as constant linear resistances
densities (fl) for the distribution channel and as linear conductance density (g) for the
branches (Fig. 2.6b). A linear flow rate density q is defined, such that the flow rate dq
flowing through the branches between x and x + dx is dq = q(x)dx. The continuous pa-
rameters are related to the discretized problem through the following relationships :

R =
⁄ x

i+1

x
i

fldx (2.13)

Rb = 1
s x

i+1

x
i

gdx
(2.14)

’i œ [[1; N ≠ 1]] qi =
⁄ x

i+1

x
i

q(x)dx, (2.15)

with xi the absciss of the nodes i.

With this new model, Kirscho↵’s law (2.5) applied on the elementary mesh of figure 2.6b
becomes :

1
g

dq

dx
= fl(Qf (x) ≠ Q(x)), (2.16)

with fl and g constants. The mass conservation (2.6) yields the following relationships:

dQf

dx
= ≠dQ

dx
= q(x). (2.17)
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Figure 2.6: (a) Schematic of the hypothetical continuous case, where the branch flow
rates are considered as linear flow rate density. (b) Equivalent continuous resistance
network: fl is the linear hydrodynamic resistances of the distribution channel. g cor-
responds to the linear hydrodynamic conductance of the side ’branches’. p and p

f are
the pressure in the distribution and collection channels, respectively. The linear flow
rate density in the branches is written q. Q and Q

f correspond respectively to flow
rates in the distribution and collection channels, while Q

1

is the global inlet flow rate.
x is the the distance between the first branch and the point where quantities are evalu-
ated, x œ [0, Ltot].(c) Comparison between the analytical solution q and the discretized
solution qi .

By combining the first derivative of equation (2.16) with (2.17), a second order di↵erential
equation for q is deduced:

d2q

dx2

= 2flgq(x). (2.18)

By using the boundary conditions Q(0) = Qf (Ltot) = Q
1

and Qf (0) = Q(Ltot) = 0, the
analytical expression for the flow rate density can be derived:

q(x) = kQ
0

2

Q

a cosh(kx)
tanh

1
kL
2

2 ≠ sinh(kx)
R

b . (2.19)

This equation can be verified by comparing the analytical solution (2.19) with the dis-
cretized solution thanks to equation (2.15). Figure 2.6c shows that the two solutions
collapse. This resolution technique corresponds only to a theoretical scheme and cannot
be assimilated to the experiment where the branches would be replaced by a single large
chamber as described in section 2.4. A simple argument is that for x = 0 and x = Ltot the
wall condition imposes a zero velocity q(x = 0) = q(x = Ltot) = 0, and here the solution
gives the highest flow rate close to those abscisses.
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2.3 Solute concentration distribution through an advection-
di↵usion model

In this section we use the results of the previous section on the flow rate distribution
to solve an advection-di↵usion problem that can predict the concentration distribution
of a dye between the branches. Contrary to the flow distribution study where only one
solution flows into the microfluidic device, here a co-flow of a dyed solution and pure water
is injected as shown on figure 2.2b. The numerical model is followed by experimental
measurements.

2.3.1 Solute Advection-Di↵usion

x

y

Figure 2.7: Schematic of an distribution section between nodes i and i + 1. Advective
transport dominates near each node (light grey zones), while the solute distribution
between two nodes results from a balance between advection and cross-flow di↵usion
(dark grey zones).

Because of the discrete nature of the network, the solute dynamics can be modeled by
distinguishing what happens within a channel segment and in the vicinity of a branching
node. The channel and branch heights being small, di↵usion is expected to act quickly
in that direction and a two-dimensional model is assumed for the depth-averaged concen-
tration and velocity. Away from the branching nodes, the depth-averaged flow velocity
within the segment is uniform. Because the length of the segment is large compared to
its width, we neglect stream-wise di↵usion. As a result, the relative solute concentration,
C̃ = C/C

ref

, is modeled by the following two-dimensional advection-di↵usion equation
within the segment:

Pe Q̃i
ˆC̃

ˆx̃
= ˆ2C̃

ˆỹ2

, (2.20)
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with x̃ = x/L and ỹ = y/w, the non-dimensional coordinates and Q̃i = Qi/Q
1

, the reduced
flow rate. The Péclet number,

Pe = Q
1

w

DLh
, (2.21)

is the ratio of the typical di↵usion time across the distribution channel, w2/D, to the advec-
tion time scale along the entire channel Q

1

/(wLh), with D the solute di↵usion coe�cient.
Equation (2.20) is solved using finite di↵erences and a Crank-Nicholson scheme for each
segment.The details of the numerical resolution is given in appendix A.

Near a branching node, the solute dynamics is dominated by the flow reorganization in
that region (Figure 2.3), and because of the small extent of that region, di↵usion can be
neglected while the flow reorganizes. The solute concentration profile downstream from
node i is therefore directly obtained by stretching the upstream profile in the cross-stream
direction to account for the spreading of the streamlines in the distribution channel. The
spreading results from the flow rate reduction after crossing node i. In the side branch,
di↵usion quickly homogenizes the solute concentration downstream of the branching node
(Pe

branch

≥) so that the measured concentration can be defined as its average value.

For QA = QB, the solute concentration distribution at the entrance of the inlet channel is
a centered Heaviside function. The evolution of the concentration profile along the inlet
channel is determined from Eq. (2.20). Then, the solute concentration profile downstream
of node i and its value in the i-th branch are computed using the method described above
(light grey section on Fig. 2.7), while the evolution of the concentration profile in the
distribution channel is computed between two nodes using Eq. (2.20) (dark grey section
on Fig. 2.7).

2.3.2 Concentration gradient profiles

The flow rate distribution in the branches depends on a single geometric parameter. In
addition to this flow rate distribution within the ladder, the solute concentration profile
also depends on the relative importance of advection and di↵usion, measured by the Pé-
clet number, which now acts as the second dimensionless number controlling the gradient
formation process. Experimentally, Pe can be adjusted by changing the inlet flow rate Q

1

for a fixed channel geometry and di↵using species. To simplify the analysis, we first analyze
the concentration gradient dependence on the Péclet number for a fixed geometry, then
we integrate both parameters to obtain a full map of the accessible concentration gradient
profiles.
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Figure 2.8 shows the resulting concentration distribution for R/Rb=0.043 as a function
of Pe. Three main types of profiles can be distinguished, referred to in the following as
“flat”, “gradient” and “step” concentration profiles. The flat profiles are obtained for low
Pe, when di↵usion is su�ciently fast to homogenize the concentration in the distribution
channel after a few nodes. The step profile is obtained for large Pe, when di↵usion is almost
negligible: the first branches are filled with pure solvent injected at entrance A, while the
last ones are filled with pure solute solution. Finally, gradient profiles correspond to the
intermediate regime, when both advection and di↵usion are significant.
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Figure 2.8: (a) Concentration profiles for Péclet numbers from 0.2 to 6.7 ◊ 10

4 for a
fixed geometry R/Rb=0.043, obtained from the numerical simulation (Section 2.3.1).
The extreme “flat” and “step” gradients are also plotted (dashed and dotted-dashed
curves). (b) Comparison between the experimental data and the numerical model for
four di↵erent flow rates: Q

1

= 1, 4, 10, and 20 µL/min.

Again, the numerical predictions shown in Fig. 2.8a are confirmed experimentally in Fig. 2.8b,
for four di↵erent values of Pe. In our case, the Péclet number is only flow rate dependent, a
modification of the flow rate leads to a change in concentration profile. For the lowest value
of Pe the concentration profile reaches a plateau after a few nodes, while higher values of
Pe yield a more contrasted concentration profile across most of the ladder. Note that the
concentration field for the highest flow rate displays a flat shape at the initial and final
branches, thus beginning to approach the limiting case for very high Pe.

2.3.3 Geometrical Parameters Mapping

We can now use our numerical simulations to characterize the global evolution of the
gradient profile with both control parameters, R/Rb and Pe. More specifically, we quantify
the non-uniformity of the gradient bewteen the branches by a contrast ratio (Figure 2.9),



24 Chapter 2. Concentration Gradients in a Microfluidic Network

which is taken as an ansatz for the“quality”of the gradient for a given device and flow rate.
This contrast ratio is defined as the root-mean-squared (rms) of the di↵erence between the
actual normalized concentration, C̃(x̃), and the linear gradient case, C̃ú(x̃) = x̃. The
evolution of the contrast ratio is shown in Fig. 2.9a for various R/Rb and Pe.
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Figure 2.9: (a) Map of a comparison between the concentration gradient and a con-
stant gradient, giving the root mean square of their di↵erence (color bar) for various
geometrical parameters R

R
b

and Péclet numbers Pe. (b),(c),(d),(e) draw the concentra-
tion gradient profiles for four points of the map (a). (b) and (c) belong respectively to
the ’step’ and ’gradient’ regimes, while (d) and (e) are examples of ’flat’ regime.

The dark red canyon indicates profiles with behaviors close to a uniform gradient (Fig.
2.9c) and corresponds to gradient profiles that present high contrasts between all suc-
cessive branches. The bright regions correspond to profiles that present a poor contrast
between some branches, and are the result of three di↵erent regimes. High Péclet numbers
(Pe > 104) and low resistance ratio (R/Rb< 10≠2) correspond to a uniform flow rate dis-
tribution amongst the branches and slow di↵usive e↵ects (Fig. 2.9b). Therefore, the fluid
has the behavior close to a non di↵using species regularly distributed in each side branch,
with the expected distribution of a step concentration profile.

Conversely, when R/Rb is greater than 1, more than 90% of the fluid flows through the
first branch and the last branch, which means that only 10% of the inlet flow goes through
the rest of the branches, which cannot have a high branch concentration contrast even with
rapid di↵using e↵ects. Consequently, for high values of R/Rb flat profiles are obtained, as
shown of Fig. 2.9d. Finally for Péclet numbers below 102, the network geometry does not
a↵ect the concentration gradient profiles because the di↵usive e↵ects are swift enough to
produce flat concentration profiles for any flow rate distribution (Fig. 2.9e).
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2.4 Extensions

Several extensions of the device described above can be developed, in order to apply the
gradients in a range of applications and overcome some of the limitations.

For instance, having a continuous flow can be poorly adapted to long term observation
on time scales relevant to biological experiments, which may require instead a controlled
initial concentration in a closed volume. For such situations, the gradient produced by
the ladder network can be frozen within small chambers adjacent to the parallel channels,
as shown in Fig. 2.10a. Here, ten 2 nL-chambers are connected to each branch through
highly resistive bypasses (Fig. 2.10a enlargement). Given su�cient time, the concentration
within each chamber equilibrates with the channel to which it is connected.

The filling process of these chambers proceeds in three steps: The device is first filled with
water in order to remove all the air bubbles, taking advantage of PDMS porosity. Second,
a concentration gradient is applied and the chambers are progressively filled with the same
concentration as in the branch they are connected to. Finally, when the gradient is com-
pletely established in every chamber, fluorinated oil (FC40 with surfactant) is flushed in
the device at 345 mbar for half a second. The small dimensions of the by-passes compared
to the branch dimensions prevents the oil from entering into the chambers and allows then
to be isolated. In this way 200 independent chambers are filled with a well-controlled con-
centration, and can be used to perform 10 repetitions at 20 di↵erent conditions in a single
experiment. The chamber concentrations agree with the model prediction (Fig. 2.10b)

A di↵erent approach is to remove the need for the ladder structure by working in a wide
and thin flow chamber, as shown in Fig. 2.10c-d. This format will be adapted in the
last chapter where anchored droplets in the wide chamber must be submitted to variable
concentrations of solute. Here the regularity of low Reynolds flows ensures that the fluid
follows well-separated and stationary streamlines, with no mixing taking place except by
di↵usion. In contrast the lack of parallel channels changes the underlying fluidic equilibria
since the flow in this micro-Hele-Shaw cells rapidly equilibrates on a global scale to adapt
to the boundary conditions. This makes the device operation more robust, therefore sim-
pler, and improves the dynamic performance during changes of regime.

To mimic the highly resistive branches of the discrete device, the side chamber must have
a high hydrodynamic resistance compared to the resistance of the distribution channel. To
ensure this resistance contrast, we design the chip with a large height for the distribution
channel and a thin height for the wide chamber. The device consists of three parts: (i)
a distribution channel, 200 µm wide and 150 µm deep; (ii) a wide thin chamber placed
alongside the distribution channel, having width 10 mm and height of 15 µm; and (iii) a
collection channel, whose dimensions are equal to those of the distribution channel. In the
example shown in Fig. 2.10d, local indentations (50 µm deep) are made in the roof of the
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Figure 2.10: Beyond the ladder network: (a) Ladder containing an array of 2 nL cham-
bers filled with controlled and contrasted concentration. (b) Experimental concentration
profile for a global flow rate of 10 µL/min before oil flushing at 345 mbar (squares and
triangles) and the corresponding model prediction (solid line). Error bars are calculated
with the 10 concentrations measured on each branch. (c) Continuous two-dimensional
implementation of the device: the ladder network is replaced by a wide and thin flow
chamber. (d) False color image of the concentration profile within the chamber. Each
colored dot corresponds to a well within the chamber. (e) Experimental concentration
profile for two flow rates.

chamber in order to improve the imaging sensitivity.

When a 10 mM DCPIP solution co-flows with water in the distribution channel, a concen-
tration gradients is observed orthogonally to the flow direction (Fig. 2.10d). Its evolution
depends on the flow rate in a similar fashion as the discrete case (Fig. 2.10c, e): At high
flow rates (60 µL/min), a step concentration gradient profile is obtained, while at lower
flow rate (10 µL/min), the chip produces an almost constant gradient. However, the mod-
els for flow rate and solute concentration distributions in this device become much more
complex and the numerical resolution goes beyond the scope of this manuscript.
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2.5 Summary and conclusions of chapter 2

This chapter addresses a simple question but in the process uncovers new physical insight
about the distribution of flows and molecules in a complex geometry. The first result shows
that the flow is distributed in a non-trivial manner, with preferential paths going through
the initial and final branches of the ladder (Fig. 2.8). This contradicts a naive implemen-
tation of the principles of Stokes flows, which would suggest that the flow must distribute
equally in each branch of the ladder, since the path from the inlet to the outlet through
any of the branches would follow a succession of micro-channels of equal hydrodynamic
resistance. Instead, we find that the extraction of fluid from the distribution channel at
each node leads to a reduction of the flow rate beyond that node and thus to a nonlinear de-
pendence of the pressure on position. The symmetric situation takes place in the collection
channel, with the net e↵ect of having a higher driving pressure across the extreme nodes
and a lower driving pressure near the middle of the ladder. While the non-monotonic flow
distribution is always present, a single control parameter R/Rb determines its amplitude.

Next, we considered the interplay of advection and di↵usion within this geometry in setting
up non homogeneous concentration profiles within the network. A second control parame-
ter was introduced, namely the Péclet number (Pe), a measure of the relative importance
of advection and di↵usion in the process. Depending on those two control parameters,
three broad categories of distribution profiles were identified: a flat concentration profile
for low Pe or large R/Rb, a step regime for large Pe and low to moderate R/Rb, and
finally a regime that displays a well-distributed gradient in a central region of this pa-
rameter space. In practice however, any one of the three regimes may be interesting for
di↵erent applications; the near step-like regime of Fig. 2.9(b) allows for the exploration
of a logarithmic variation in concentrations, especially in the initial regions of the device
where the concentrations are low. In contrast, the flat regime of Fig. 2.9d would allow
a small range to be explored in detail. The models developed here enable the user to
predict the distribution profile created in the device, and to select the design parameters
to achieve a particular profile. The present work focused on a model situation in which
all of the branches were regularly spaced and geometrically equivalent, which significantly
reduced the number of independent design parameters. The hydrodynamic resistance of
the branches can however be modified, most easily by changing their lengths, in order to
tune the flow rate distribution and thus the concentration profile of the solute more finely.
A full design optimization is then possible to tailor the details of the conditions in the
di↵erent parts of the microfluidic network.

Finally, we have extended our work to two furthers designs. The concentration profile
can be frozen in time within small side-chambers, which allow the concentration profile
to remain after the flows have been interrupted. But, it requires a long setup period,
determined by the time necessary to fill the most downstream chamber in the middle section
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of the device. The total volume required to reach this steady state was measured to be
about 60 times the total volume of the ladder network. The second extension completely
removes the ladder network and is able to obtain well-controlled gradients within a wide and
thin cell, which renders the setup time much faster but the gradient requires a constant flux
of the fluids. This will be adapted in the last chapter to apply a concentration gradient
on our second microfluidic platform dedicated to bacteria growth and presented in the
following chapter.
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Chapter 3

Droplet-based microfluidic platform
for parallel culture of bacterial
colonies

As stated in the introduction, the complexity of a microfluidic device in terms of design,
micro-fabrication and usage, generally increases with the number of integrated operations.
Handling of bacterial systems often requires a large number of operations such as bringing
or removing a solute, inducing the emission of a fluorescent protein or sorting cells such
that the integration of the full range of required operations on a single microfluidic chip
could highly increase the complexity of the device. Therefore, keeping the device simplicity
to its minimum is a very challenging goal for the development of a microfluidic platform
dedicated to microbiology. This is however a requirement for its adoption in non-specialist
areas that are microbiology labs for several reasons. First, the simplicity of a new tech-
nology ensures its versatility and its possible derivation for a broad range of applications.
Second, biological studies must be repeated to demonstrate the reproducibility and statis-
tical relevance of the experiments. This can be performed by the ability of microfluidic
device to automatise and parallelize on-chip operation which strongly depends on its sensi-
tivity to the control parameters (pressure controller, temperature, surfactant concentration
or operations synchronisation) and therefore on its robustness.

The multiplicity of the operations for microbiological studies is partly due to the involve-
ment of living organisms. A bacteria cell is indeed a sensitive system made of a complex
cascade of biochemical reactions. Carbon sources (derivatives of glucose) and oxygen con-
tained in the natural environment are used to produce metabolites, heat and cell mass as
shown on figure 3.1. The e�ciency of the inner cascade of reactions, called metabolism,
relies on the presence of ions, mineral or vitamins in the surrounding microenvironment.
For in-vitro cultures, a bacteria cell allocates its energy to one or multiple outputs de-
pending on the quality of the culture medium. A good quality culture medium will result

31
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in a rapid and e�cient growth while a poor medium will restrict the bacteria to its basal
metabolism. Therefore, suitable environment for bacteria growth contains the fundamental
needs of cells in terms of nutrient and oxygen1 to replicate their natural microenvironment
for accurate biological studies.

Figure 3.1: Scheme of the global functioning of a bacteria cell. Extracted from Dusny et

al.

42

In this chapter, the generic chip is presented. This microfluidic device allows for the pro-
duction of 1, 495 droplets stored in an array. In spite of its very simple design, it produces
a suitable environment for bacteria growth and enables large ranges of operations and ap-
plications for microbiology.

The first part presents the microfluidic design and the main chip functionalities. After
describing the process to produce thousands of static droplets in a large array, the exper-
imental method to grow any type of bacterial species is described. We demonstrate the
abilities to perform common features of classical Petri dish as well as its capabilities to
enumerate cells and target rare mutant. Finally, a technique using an infra-red laser is
presented to extract any selected droplet out of the chip.
The second part, is focused on the quantification of cell concentration through statistical
analysis, called the digital approach. Using the Poisson distribution of the bacteria in the
generic chip, the initial cell concentration can be calculated. This method is then applied
to the case of two bacterial species for the detection of species interactions. Finally, the
method is extended to any number of species to demonstrate how the combination of the
bacterial culture and droplet recovery can be used to determine new bacterial culture con-
ditions on a single chip.

1Two types of bacteria exist: aerobic and anaerobic bacteria cells. The aerobic type need oxygen to
process the carbon sources, while anaerobic cells are sensitive to oxygen which produces their death. Here,
we work mainly with aerobic bacteria.
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This chapter is built on the preliminary work of Gabriel Amselem,28 who studied the physi-
cal mechanism of droplets breaking in a single trap.28 He also initiated the first experiments
that use this mechanism to encapsulate and culture bacterial colonies. One of the specific
features of this device is the capability of extracting any droplets out of the chip. This
uses the infra-red laser set-up developed by Charles Baroud and Maŕıa Luisa Cordero68

several years before the start of my PhD. The experimental work was done with Benoit
Drogue, a post-doc researcher in our lab. The calculation on in vitro culture conditions
discovery was made with the essential help of Löıc Henriet, PhD student at CPHT lab of
École Polytechnique and Antoine Barizien, PhD student at LadHyX.
In addition, I contributed to reduce the chip design to its simplest geometry and confirmed
the preliminary experiments on bacteria culture made by Gabriel. I coded the numerical
analysis to extract quantitative data from experimental measurements. I improved the
experimental set-up for the droplet recovery through the design of small extraction cham-
bers. Finally, I adapted classical results on cell distribution in droplets to identify species
interaction and expand the boundaries of the digital approach towards new microbiological
challenges.

3.1 Generic Chip for Bacteria Cell Culture and Re-
trieval

3.1.1 Microfluidic device and protocol

The device developed here consists of a wide chamber with a 2D geometry, connected to
two inlets and one outlet. The device is routinely microfabricated using the same methods
as described in 2.1 with three layers of photoresist : the main chamber with a height of
35 µm and two layers of 50 µm for the anchors. It results in an array of 1, 495 square
indentations (anchors) etched on the chamber ceiling, at a density of ≥ 900 anchors/cm2,
see Fig. 3.2a,b. This geometry was chosen to provide regions of low confinement, within
the anchors, surrounded by regions of high confinement. These “confinement gradients”
allow the production of large forces, by providing local minima of the surface energy of the
aqueous-oil interfaces.69

Droplets formation. Before the beginning of an experiment, the whole device is ren-
dered hydrophobic and filled with a fluorinated oil. The experiment begins when the
aqueous cell suspension is injected into the device, forming a puddle of aqueous phase that
fills the entire chamber. Then, fluorinated oil (FC40+0.5% surfactant) is flowed into the
chip, pushing the cell suspension out of the chamber (Fig. 3.3a). As the water-oil interface
advances, some of the aqueous phase is trapped in each of the anchors. This deforms the
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Figure 3.2: (a) Typical design of a microdroplet multiwell device. The central chamber
has dimensions 0.5◊4.8 cm and contains a 2D array of 113◊15 surface-tension anchors.
Square anchors have side dimension d = 120 µm , spaced by ” = 240 µm . The chamber
height is h

1

= 35 µm and the anchor height h

2

= 135 µm . (b) The device, which fits
on a microscope slide, is connected to two inlets and one outlet.

puddle locally, until the geometry of the interface reaches a critical shape beyond which a
droplet breaks o↵ and remains in the low confinement region (Fig. 3.3b). Using an oil flow
rate of 10 µL/min, droplets are created at 10 Hz, such that the whole chip is loaded within
3 minutes. The presence of corners allows oil to drain out of the square anchors rapidly.
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Figure 3.3: (a) Time-lapse of the drop formation process. The cell sample is coloured
in red for better visualisation. Scale bar: 200 µm. (b) Cross-sectional schematic of
the breaking process on anchors. The aqueous sample initially fills large regions and
then get divided into isolated droplets that fill each of the anchors. (c) Experimental
histogram of the normalized droplet volumes on one chip. The orange line is the best
gaussian fit to the data, leading a standard deviation ‡ = 0.02.
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Droplets formed by breaking up a large puddle on surface-energy anchors have a precisely
controlled size. In our setup, droplets have a mean volume of 2 nL, with standard devi-
ations ranging between 2% and 5% (see Fig. 3.3c for the droplet size distribution on one
chip, and Appendix B.1 for more data). The dispersion in droplet size varies slightly from
chip to chip, and depends on the precision in microfabrication and on the e↵ectiveness of
the hydrophobic surface treatment. The good monodispersity is due to the mechanism of
break-up, detailed for a single droplet in.28 Briefly, the aqueous puddle adapts its shape to
minimize the surface energy in the channel. For small interface deformations, the puddle
can find static equilibrium shapes specific to the stress applied by the surrounding countin-
uous oil phase. But as the oil pushes the interface further from the equilibrium position,
the local shape forms thin necks that remain connected to the anchor, , see figure 3.4b.
When these necks extend beyond a critical deformation, they cannot reach an equilibrium
shape anymore, which causes them to break up and to leave a droplet in the anchor. This
scenario takes place even for quasi-static motion of the interface and is mainly dependent
on the device geometry. It is nearly independent of physical parameters – such as fluids
viscosities, visco-elasticity, or surface tension – and of the velocity at which the oil phase
is driven.28

(a) (b)

Figure 3.4: a) Scheme of a large droplet trapped by an anchor. b) Neck width evolution
for an increasing flow rate until the breaking event – extracted from Amselem et al.

28

The breaking mechanism has not been studied further for the large chamber case. Few
snapshots, shown in figure 3.5, highlight the breaking process. The necks can be observed
right before each droplets breaking. They are formed by two oil threads pushing on both
side of each anchor the aqueous puddle towards the exit. The streamlines in the aqueous
phase are observed thanks to the use of 4 µm diameter micro-particles. Two types of
flows are observed right before the breaking event. When the two surrounding threads
are symmetrical (anchor 2 in Fig 3.5), the particles inside the anchor do not move in a
particular direction. Yet, when they are asymmetrical (anchor 1 in Fig. 3.5), the water-oil
interface moves towards the longer threads (left side in anchor 1). This results in a rotating
flow inside the anchor.
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Figure 3.5: Streamlines in the aqueous phase during breaking events in the case of
several anchors. The streamlines are highlighted with 4 µm micro-particles as described
in chapter 2. This corresponds to minimum intensity projection of frames from a movie
of droplets formation within the generic chip.

In a large chamber, droplet size heterogeneity is partly due to the flow-induced deformation
of the PDMS. To overcome the PDMS deformation, one could think about placing a glass
slide above the chamber while curing the PDMS, adding micro-pillars in the chambers,
or microfabricating the chip out of sti↵er material such as cyclic olefin copolymer (COC).
In our experiment, we kept PDMS chips as COC prevents oxygen from entering the mi-
crofluidic device which is essential for bacteria growth, see 3.1.2. Moreover, we will take
advantage of its deformation to recover droplets out of the chip (see section 3.1.5). We
found that using flow rates of 10 muL/min and lower led to satisfactory monodispersity.
As the droplet production and storage are both determined by the anchor geometry, the
device operation can be performed by pushing the oil syringe by hand, leading nevertheless
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to an excellent partitioning of the sample.

3.1.2 Cell culture

Now that we have a technique to create large array of static droplets, we need to verify
if this can be used to culture bacteria cells. As bacteria cells have doubling time ranging
from ≥ 20 min to several hours, the observation of thousands colonies in parallel requires
to observe them on a long period of time and we need to image and re-visit every droplet
at any time point. Therefore, a static array of anchored droplets makes the perfect candi-
date for such long term experiments. The dynamical analysis will be developed further in
chapter 4. The details of the strains used in the experiments are given in Appendix B.2.

Cells of a fluorescent strain of Escherichia Coli (E.Coli pGlo, expressing a plasmid en-
coded GFP with ampicillin resistance) are encapsulated in liquid droplets of LB broth to
validate the microfluidic setup as a viable microbial culture platform. As in standard liquid
cultures, cells grow in their planktonic state and are freely moving within the droplet. A
time-lapse sequence of such a condition is shown in Fig. 3.6a. Each droplet plays the role of
an independent, miniature liquid batch culture. In this operating mode, the device fills the
functions of a high-density microwell plate, by allowing for the parallelization of thousands
of cultures, while guaranteeing continuous visual access to all of them.

The microfluidic device can also be used in a di↵erent manner, by working with droplets
that mix low-gelling agarose with cells resuspended in growth medium. This mode mimics
the way Petri dishes are used with an agar layer, for colony inspection, mutant isolation
or cell enumeration. The protocol for breaking agarose droplets on the anchors is exactly
the same as for liquid droplets, as the break-up process is not influenced by the physical
properties of the fluids at play. Droplets are formed at room temperature, when agarose is
in its liquid state. The immobilized agarose droplets are then gelified by placing the device
at 4 ¶C for 30 minutes. After gelification, the microfluidic chip is placed in an incubator
at 37 ¶C, a temperature that allows the bacteria to proliferate while the agarose droplets
remain in their gel state. In gelified droplets, single E.Coli bacteria grow to form compact
3D microcolonies, as shown in Fig. 3.6b, and can readily be observed in bright field and
fluorescence imaging.

Cell culture is not specific to E.Coli, other species can be grown on chip and present di↵er-
ent 3D-microcolonies morphologies. As examples, we show in Fig. 3.7a bacterial colonies
from single E.Coli, Bacillus Subtilis and Pseudomonas Fluorescens cells, after 16 hours
of culture. While E.Coli and P. fluorescens form compact round shaped micro-colonies,
B.Subtilis colonies develop in dendritic patterns. Colonies of P.Fluorescens have a more
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Cells(a)

(b)

Figure 3.6: (a) Growth of fluorescent E. coli pGlo mutants in a liquid droplet containing
Luria-Bertani (LB) broth. Top: bright field image. (b) Same bacteria growth in a
gelified agarose droplet. For a,b – Top: bright field image. Bottom: fluorescence image.
Scale bar: 50 µm .

rough aspect and a lower optical density than colonies of E.Coli. This visual inspection
recalls the signature of di↵erent colonies on agar-coated petri dishes, where colonies of
di↵erent species may present di↵erent shapes, patterns and colors.70

In addition to cells and culture medium, the droplets can also contain any molecule of
interest. As an example, E.Coli pGlo (fluorescent) and WT (non-fluorescent) cells were co-
encapsulated in gel droplets containing three concentrations of ampicillin (0, 5 or 50 µg/ml,
Fig. 3.7b). In absence of ampicillin, both WT and pGlo mutants grow as round shaped
colonies (Fig. 3.7b-panel 2). At an ampicillin concentration of 5 µg/ml, cell division of
E. coli WT is impaired but not completely abolished, as shown by the small and filamen-
tous shape of non-fluorescent WT colonies, typical of stressed bacteria. Under the same
conditions, pGlo mutants still form round shaped micro-colonies, as their growth is not
modified (Fig. 3.7b-panel 3). When the ampicillin concentration inside the droplet is set to
50 µg/ml, only mutants are able to grow (Fig. 3.7b-panel 4). These examples demonstrate
how standard microbiology protocols can be directly applied in the microfluidic device and
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Figure 3.7: (a) Left picture: Single E. coli pGlo bacterium, seeded in a gel droplet.
Other pictures: three species colonies after 16 hours of growth. (b) Panel 1: empty
chip test for external contamination. Panel 2,3,4 : 3D colonies of WT (non-fluorescent)
and pGlo mutants (fluorescent) co-encapsulated in gelified droplets (ratio 100:1) with
0, 5 and 50 µg/mL of ampicillin respectively. Images taken after 16 hours of growth.
Scale bar: 50 µm .

interpreted in the same ways by observing the colony morphologies.

3.1.3 Growth Limitation.

Bacteria growth is ensured by two main factors, which are nutrient and oxygen in the case
of aerobic strains. Nutrients are essential material to synthesise proteins and to increase
the cell mass, such that no nutrient yields no growth.71 Moreover, aerobic bacteria are
extremely fond of oxygen. Oxygen shortage yields drastic changes in their metabolism72,73

and therefore a↵ects their growth.
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Nutrient. To prove that the droplet nutrient content is a limitation to growth and that
the use of agarose gel does not imply further limitation, we perform the culture of E.Coli
MG1655 with a continuous flow of culture medium surrounding the droplets. Timelapse
pictures of two example wells are shown in figure 3.8. One can observe that contrary to
figure 3.6b, the colonies become bigger and bigger as LB medium is continuously renewed,
bringing new nutrient for the colonies growth.

1	h	 2.5	h	 4	h	 5	h	 7.5	h	 10	h	

Figure 3.8: Two examples of timelapse images of E.Coli MG1655 culture in agarose
droplets surrounded by a continuous flow of LB medium at 6 µL/min.

This observation has been quantitatively confirmed by filling six chips with six di↵erent
initial concentrations [LB]

0

of culture medium ranging from 0.05 to 6 times the reference
concentration used in our experiments, written 1X namely one time the reference, see
appendix B.2 for more details. Figure 3.9 displays the result of the mean final colony
size x

max

function of the initial culture medium concentration. The following power law is
measured on the experimental curve:

x
max

Ã [LB]2/3

0

. (3.1)

The quantity x
max

is the number of bacteria cells inside the droplets at the end-point time.
It is assumed to be proportional to the fluorescent level of the colony.

Oxygen. Mahler et al.74 recently found that the culture of bacteria cells in sub-nanoliter
droplets rapidly su↵er from oxygen shortage (hypoxia). They measured that an E.Coli
culture in 170 pL droplet starting with a single cell in fluorinated oil bath enters in hypoxic
condition after 110 min. In their supplementary material, an expression for the time T
required for exponentially growing bacteria to consume all the oxygen initially contained
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Figure 3.9: Final colony size as a function of the initial medium concentration withing
the droplet. The colony sizes are calculated as the mean level intensity of all the droplets
containing colonies and the error bars correspond to the equivalent standard deviation.

in a droplet of volume V
d

is derived. Assuming that there is no supplementary source of
oxygen, they found that:

T = t
d

ln(2) ln
A

1 + ln(2)[O
2

]
0

–
c

t
d

N
0

V
d

B

, (3.2)

with t
d

= 0.5 h, the doubling time, [O
2

]
0

= 0.2 mmol/L, oxygen solubility in complex
medium, –

c

= 2.78 ◊ 10≠15 mol/cell/h, the oxygen uptake rate per cell and N
0

, the ini-
tial number of cells inside the droplet. With our experimental conditions, N

0

≥ 1 and
V

d

≥ 2 nL, we find that an exponentially growing colony will consume the entire droplet
oxygen in T = 3.8 h. This is exactly the typical time during which growth is observed
(3.6 h for B.subtilis and 3.1 h for E.coli ). Therefore, it is possible that oxygen is limiting
the bacteria.

However, PDMS is a material very permeable to oxygen and oxygen is highly soluble in flu-
orinated oil. This can provide a su�cient amount of oxygen to support the bacteria growth
until the nutrient shortage. No specific measurement has been performed on the oxygen
level inside the microfluidic chamber for neither its dynamical evolution or its homogene-
ity amongst the droplets. Yet, several techniques exist to measure oxygen in microfluidic
droplet such as ruthenium tris(-dipyridyl) dichloride hexahydrate (RTDP) (Sigma-Aldrich)
as in75 or the OXANO sensor used in74 and should be definitively performed for further
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microbiological development.

To simply detect any possible influence of oxygen limitation, we perform E.Coli MG1655
culture in a chip with a continuous flow of fluorinated oil previously oxygenated and no
change has been observed in term of colony size. This in addition to the final size de-
pendence on the initial culture medium concentration make us think that the on-chip
cultivation of bacteria cells is limited by the nutrients rather than by oxygen shortage.
An exact measurement of the oxygen distribution within the chamber would confirm this
assumption.

Water Evaporation. As PDMS is permeable to gas, it is also permeable to vapour
through the mechanism of pervaporation.76,77 With a microfluidic chips incubated at 37 ¶C
to allow bacteria proliferation, the pervaporation is favoured as shown in figure 3.10a. The
agarose gel beads shrink by drying out completely. After 13 h incubation, the bacteria
colonies are not observable any more.

The droplet volume is extracted from the timelapse bright field images by detecting the
area of the droplet through image analysis (see 4.2), then converted in radius or volume by
assuming the droplet spherical 2. Figure 3.10b shows that in the established evaporation
regime, the droplet volume has a linear decrease with a roughly constant evaporation rate
of 0.053 nL/h. This is confirmed in the insert of figure 3.10b which displays the radius rate
as a function of the radius and shows a dependency in 1/R2 :

-----
dR

dt

----- _
1

R2

∆ 4fiR2

dR

dt¸ ˚˙ ˝
V(t)

= C, (3.3)

with C a constant and V(t) the droplet volume. As the droplet characteristic volume is
1 nL, the characteristic time of droplet evaporation is ·e ≥ 1/0.053 = 19 h, which is in
accordance with what we observed on figure 3.10a. In the same experimental condition, the
strongest evaporation has been observed for the wells positioned close to the microfluidic
chamber walls with higher evaporation rate up to 0.0922 nL/h. This observation may also
suggest that the di↵usion of gas is more e�cient on the side of the chamber rather than in
the middle, which can result in irregularities between the droplets in term of the oxygen
supply.
By placing the microfluidic chip immersed in water or PBS during incubation, we prevent
from pervaporation as we saw earlier in figure 3.6a,b. For all the experiment the chips
will be incubated in immersed conditions which ensures to neglect the pervaporation for
several days.

2This assumption is very rough as the droplet is not spherical for the first few hours and fits the cubic
well geometry. It results an underestimation of the initial volume.
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Figure 3.10: a) Timelapse images of a chip incubated in non-immersed conditions at
37

¶
C. The pictures are taken with a 40X magnification. b) Droplet volume plotted

as a function of time with its evaporation rate dV/dt. The insert shows the radius
variation rate ÎdR/dtÎ as a function of the radius R in a loglog scale.

3.1.4 Cell Enumeration and Rare Mutant Detection

Apart from allowing species to be visually inspected, the microfluidic device can be used
for enumerating the bacteria in a sample or for detecting rare events within a mix. Since
the quantification hinges on the control of unwanted contaminations, we begin by testing
the device robustness against external contamination. This is confirmed since no micro-
organisms are observed in the droplets, after 16 hours of incubation with culture medium,
when we do not specifically put bacteria in them (Fig. 3.7b-panel1). As all the conditions
are gathered to allow bacteria growth, external contamination would lead to the prolifera-
tion of micro-organisms. Such organisms can come from volatile spores, operator hands or
sneeze during the sample preparation. To prevent any contamination, all the instruments
are sterilized and sample are prepared under laminar flow.

There are three ways of enumerating the bacteria, which require di↵erent microscopy reso-
lutions. When devices are inoculated, single bacteria can be observed under the microscope
at a 40X magnification, as shown in Fig. 3.7a: detection of the droplet contents can take
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place without waiting for the colonies to grow and can be used for the visualisation and
analysis of the first divisions. This mode of bacterial detection however requires high opti-
cal resolution, with access to length scales ≥ 1 µm, which generates a large amount of data
and the acquisition time become extremely large as the number of studied wells increases.

To detect bacteria with lower (e.g. 10X) magnification objectives, enumeration can be
carried out on bacterial micro-colonies after 10–20 hours of growth, see Fig. 3.7b-panel 2.
Note that more than one bacterium per droplet can be encapsulated and still form dis-
tinguishable, independent micro-colonies. By seeding on average 7 cells per droplet, it is
possible to detect a single mutant colony within more than 10, 000 WT colonies (7◊1, 495).
This is almost two orders of magnitude higher than what is currently achievable in a single
Petri dish, where the threshold for mutant detection is of one mutant per 200 wild-type
cells.78

The above methods require to identify and count each encapsulated colony (or single cell)
in order to estimate the initial cell concentration. Yet, the large number of wells available
on the generic chip also enables a “digital” approach to be used, and obtain quantitative
measurements of the initial sample.79 In this approach, the contents of each well are treated
as a digital signal, i.e. either taking a one or zero value, depending on the presence or ab-
sence of signal of interest. This approach has been applied to the quantification of nucleic
acids (digital PCR) and was shown to provide higher sensitivity and better quantification
than analog techniques80 and will be developed in details later in the second part of the
chapter, see section 3.2.

3.1.5 Extraction of individual colonies

The identification of mutants or specific phenotypes can become frustrating if it is not
possible to extract the target droplet from the array for further culture or analysis. This
operation is particularly di�cult in most microfluidic approaches and remains a blocking
point for the adoption of microfluidics by biologists. Here we take advantage of our 2D
geometry to recover individual droplets out of the chip selectively, since extracting a single
droplet from the array does not disturb the rest of the anchored drops.

The extraction protocol relies on melting selectively an individual agarose droplet by heat-
ing it with a focused laser. The infrared laser is directed through the microscope objective
to a spot size of around 2 µm and can be positionned at any location within the field of
view of the microscope (see Fig. 3.11a and appendix B.3 for detailed setup). Therefore
by focusing the laser spot within a particular droplet for a few seconds, the agarose is
melted only within the chosen drop. Then by imposing an oil flow beyond a critical value
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Figure 3.11: (a) Sketch of the extraction setup. (b) Snapshots of the droplet recovery.
The droplet indicated by an arrow and colored in red for better visualization has been
liquefied using the laser. Scale bar: 200 µm .

of 280 µL/min, the liquid droplet is pushed outside of its trap and recovered in a micro-
centrifuge tube outside of the device, as shown in Fig. 3.11. In contrast with the work
reported by Fradet et al.,81 the anchor dimensions and the di↵erence in rigidity between
liquid and gel drops here makes the recovery process robust and fast. During this process
all the gelified droplets remain immobilized inside the chip, rigidly constrained in their
respective traps. The protocol can be repeated to recover as many droplets as needed out
of the chip. To ensure that no cross contamination occurs during retrieval, a washing step
with oil is generally performed between each droplet recovery.
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As a proof of concept, a chip with agarose droplets encapsulating pGlo mutants is incu-
bated overnight, such that bacteria form individual colonies. Then, a droplet containing a
colony is recovered in microcentrifuge tube (see Fig. 3.12), along with the oil used to ex-
tract it. From this step on, two di↵erent paths are explored : either the extracted bacteria
are subcultured, or a Polymerase Chain Reaction (PCR) is performed.

+ - + - DNA H2O

(a) (b)

Figure 3.12: (a) Overnight incubation result of positive recovered droplets (+) and
empty recovered droplets (-). (b) Droplet contents amplification result. DNA from a
single bacteria-filled droplet (+) are detected on the gel and not from empty droplets
(-).

For subculturing, LB broth is either added to all tubes containing a single droplet and
samples are incubated two days at 37 ¶C under agitation, or in the extraction chamber.
Bacterial growth of the expected strain was observed only for droplets containing a micro-
colony, see Fig 3.12a. As the growth was performed in presence of ampicillin, the extracted
bacteria correspond e↵ectively to the loaded strain. This result indicates that the retrieval
process does not alter the viability of the extracted cells.

For PCR amplification on the recovered droplets, the expected amplicon was detected for
positive samples (tubes containing a single positive droplet), while no DNA fragment was
amplified for negative droplets, see Fig. 3.12b. Even if further optimizations are needed to
reduce the risk of cross-contaminations, the generic chip is the first device enabling such
a wide range of high-throughput phenotypic measurements that can be directly associated
to genotypic analyses out of the chip.

As the droplet size is very small compared to the recovering tube, it is complex to ver-
ify systematically the recovery of the droplet. To circumvent this problem, we design
small collection chambers that can host one or multiple droplets extracted from the chip
(Fig. 3.13a). At each extraction, the outlet of the main chamber is connected to one of the
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Figure 3.13: (a) Collection chambers are placed at the outlet to recover the extrated
droplets. (b) 2 ◊ 25 collection chambers can be placed on a microscope slide.

50 collection chambers that can be placed on a microscope slide (Fig. 3.13b). The chamber
consists of a series of steps that blocks the extracted droplets in the chamber for visual
control of the extraction (Fig.3.14). As the extraction processes involves very high flow
rates, pillars have been added to prevent the PDMS from bending, which would allow the
droplets for escaping from their capillary trap.

In addition to the visual control of the extraction process, the collection chambers can
also be used to bring growth medium or PCR mix to perform the post-treatment directly
on-chip to avoid another chance to loose it. Finally, the content can be retrieved out o↵
the collection chamber by flowing the continuous phase backwards.

Over 90% of the extracted droplet have been successfully controlled. We think the lost
droplets might have been attached to channel imperfection or tubing connection. The rest
of the failures is when several droplets where extracted whereas only one was expected as
shown on figure 3.14. Although the extraction e�ciency was su�cient for our current use,
more sensitive experiment would require further developments to bring the success rate up
to 100%.
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Figure 3.14: Picture of two agarose droplets trapped in an extraction chamber with
dimensions (dimensions are not scaled for better visibility).

3.2 Cells distribution in large droplets array

The encapsulation of bacteria cell with an agarose gel yields the formation of distinguish-
able colonies as presented in 3.1.2 and figure 3.16b. To enumerate the number of cell in
every droplet, one could go through the tedious process of manually counting every colony
in every droplet. However, this estimation can be performed in a more e�cient way by
using a ’digital’ approach. The term digital relies on the fact that each droplet signal is
considered as positive or negative depending on the presence of a colony or not. As all
the strains used are fluorescent, the presence of a bacterial colony is easily determined on
fluorescent images as shown on figure 3.17. This technique is particularly e�cient as it
requires low resolution images (Æ 6.5 µm /px) resulting in scan and analyse time of less
than one minute.

Contrary to the previous section which presents experimental results of culturing bacteria
growth on our generic platform, this section derives theoretical tools based on the digital
approach. After describing how to extract the number of positive droplets from low reso-
lution images, we recall the basic principle and main results of the digital approach of cell
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enumeration using the Poisson distribution. Although this distribution limits the number
of droplets containing a single cell, we take advantage of it by analysing the case of two
species distributions to predict the number of co-localization and even species interactions.
Finally, this theoretical tool is extended to a large number of species to study symbiosis in
large bacterial ecosystems such as mice microbiome.

3.2.1 Image Analysis for digital approach

Once the colony are formed, their fluorescence response is strong enough to be easily de-
tected with a low resolution scanner (SensoSpot-Fluorescence, Sensovation AG, Germany)
and images the entire chip at 6.5 µm/pixel (Fig.3.15a).

The well detection is achieved thanks to the open source software ImageJ, specially de-
signed to perform image analysis. Due to the basal fluorescent level of the agarose gel, the
function ’Find Maxima’ on ImageJ can provide a good detection of all the well positions
(Fig. 3.15b). A custom Matlab program uses the well position to measure the fluorescent
level for each well. As we just need to discriminate positive droplets from negatives ones,
we look for maximising their contrast between empty droplets by setting the fluorescent
level as the mean of the 10 highest pixels.
The histogram of the measured fluorescent level is shown on figure 3.15c. Two groups
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Figure 3.15: a) Scan of the microfluidic platform with a low resolution scanner
(6.5 µm/px). The raw image has been modified with the red hot lookup table from
ImageJ for better visualisation. For this example, we intendedly chose an experiment
with only a few rows of grown colonies. b) Result of the well detection using the ’Find
Maxima’ function of ImageJ. c) Histogram of the fluorescent level for each detected
well. In order to discriminate the most the positive wells from the negative ones, we
define this level by the mean of the 10 highest pixels. The threshold set by the Matlab
graythresh function to separate negative droplets from the positive ones is also shown.

can be eventually identified by setting manually a threshold. The fluorescent values below
the threshold corresponds to the negative droplets whereas the values above the threshold
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stand for the positive droplets. The result consists in a binary matrix with 1 if the well is
positive and 0 if not. If the fluorescent signal of the colonies is not intense enough, the two
population signal densities get closer and the e�ciency of the threshold method is there-
fore altered. The method to deduce the initial cell concentration from the experimental
measurement will be now presented.

3.2.2 Cells distribution in encapsulation process

The basic principle of a digital approach relies on the Poisson theory for finding a rare
event in a random experiment. Assuming that cells are homogeneously distributed in the
original suspension, that droplets are monodisperse, and that the number of cells in a given
droplet is independent from the contents of other droplets, the distribution of the number
of cells per droplet follows a Poisson law.82

To understand this result, let us consider an initial batch of volume V containing N bacteria
cells. Let us then choose randomly a droplet of volume vd amongst the initial sample volume
V . We can therefore define the random variables (xi)iœ[[1,N ]]

which take the value 1 if the
bacteria number i is in the chosen volume vd. Thus, the variables xi follow a Bernoulli
law:

’i œ [[1, N ]] P(xi = x) =
I

v
d

V
, if x = 1,

1 ≠ v
d

V
, if x = 0.

(3.4)

It results that the random variable giving the number of bacteria in the chosen droplet
n

0

= qN
i=1

xi follows a binomial law of parameters (N, vd/V ). As in our experiment N ≥
1, 000 (large value) and vd/V ≥ 10≠3 (rare event), the law of n

0

can be approximated to
a Poisson law (cf inequality of Le Cam83) :

P(n
0

= k) ≥ ⁄k

k! e≠⁄ = pk (k = 0, 1, ...) , (3.5)

with ⁄ = Nv
d

V
= cvd = E(n

0

), the average number of colonies per droplet and c, the initial
cell concentration.

By knowing the number of empty droplets, the Poisson law pk enables us to estimate the
initial number n

0

of bacteria cells per droplet. The experimental fraction p̂ = N
+

N
+

+N≠
of

positive drops to the total number of drops is used to build an estimator ⁄̂ of ⁄, for the
initial sample cells distribution within the droplets. By noticing that p̂ = 1 ≠ p

0

, one can
deduce :

⁄̂ ƒ ≠ ln(1 ≠ p̂) (3.6)

The error made by taking ⁄̂ instead of ⁄ can be evaluated statistically. The 95% con-
fidence interval of the real ratio of positive drops to the total number is [p

min

, p
max

] =
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[p̂ ≠ 1.96 ‡p̂, p̂ + 1.96 ‡p̂], with ‡p̂ =
Ú

p̂(1≠p̂)

n
d

the standard deviation of p̂.82 Thus, from this

interval and equation (3.6) we can calculate our 95% confidence interval on ⁄.

For the microfluidic device containing 1, 495 independent droplets of volume 2 nL, the
range of concentrations that can be estimated with a relative error smaller than 20% spans
two orders of magnitude, from ≥ 7 ◊ 104 to ≥ 3 ◊ 106 cells/mL.

(b)
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Figure 3.16: (a) Snapshot of the chip with 1,495 individual droplets containing 3D
colonies of fluorescent bacteria. Scale bar: 2 mm. (b) Zoomed view on the anchors. Left:
bright field image. Right: Fluorescence image. Scale bar: 100 µm . (c) Experimental
distribution of the number of colonies per droplet (dots), and best fit to a Poisson
distribution (bars).

We experimentally verify that the number of cells per droplet follows indeed a Poisson
distribution by counting the number of colonies in each solidified gel drop, as shown in
Fig. 3.16c. The resulting distribution is fitted with a Poisson distribution using ⁄ as the
sole fitting parameter. For this particular example, we observe a mean density of 1.58 cells
per droplet after the breaking processes. The good agreement between the measured and
fitted distributions can be attributed to the weak physical interactions between bacteria
during the loading process and to the good monodispersity of the compartment sizes in
the chip.
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As a proof of concept of the digital enumeration method, a sample of E.Coli with an initial
known concentration of 1 cell/nL is loaded on the device and scanned on a low-resolution
slide scanner (SensoSpot R�-Fluorescence, Sensovation AG, Germany) after 24 hrs incuba-
tion at 37 ¶C. We count N

+

= 941 positive anchors on the fluorescence image (Fig. 3.17),
and N≠ = 135 empty droplets3. This leads to an average initial number of bacteria per
droplet and its associated 95% confidence interval of ⁄̂ = 2.07 ± 0.15 cells/droplet. The
droplet volume being 2 nL, we indeed recover the expected concentration of cells in the
initial sample, that is 1.0 · 106 cells/mL.

Figure 3.17: Low-resolution image taken on a slide scanner, on which the digital ap-
proach is performed.

Compared with direct visualisation of the colonies in each droplet, the digital approach
simplifies the work flow by allowing us to work with lower resolution images, which makes
them fast to acquire and analyse. Indeed, the slide scanner has a spatial resolution of
6.5 µm, which is su�cient to di↵erentiate positive and negative droplets, although not
su�cient to count the colonies with each drop. More importantly, this allows us to obtain
a quantification of cells cultured in liquid medium, without requiring gelified droplets in
which colonies can be distinguished for manual counting.

Finally, when comparing most of our experimental data, we found that for constant initial
optical densities, i.e. constant cell concentrations, the Poisson coe�cient measured on-chip
di↵ers from a chip to another. We think that this lack of consistency is due to the agarose
viscosity. As the agarose is very viscous at 37 ¶C, the pipetted volume is not constant from
an experiment to another which results in variation of the e↵ective mixing ratio and thus
of the e↵ective optical density of the sample loaded in the microfluidic chip. The digital
quantification is therefore essential to know the real cell concentration loaded into the chip.

3.2.3 Co-culture of two bacterial strains

The Poisson distribution can be extended to the co-culture case of two bacteria species.
Let us consider an experiment where in the initial batch E.coli and P.fluorescens are
mixed with initial cell concentrations of ⁄

1

= 0.48 and ⁄
2

= 2.46, respectively. The

3The reader may notice that N+ + N≠ = 1076 < 1, 495, because the experiment has been made before
we standardised the number of wells to 1, 495.
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two species can be separately followed as they express di↵erent fluorescent protein : the
Green Fluorescent Protein (GFP) for E.coli and the Red Fluorescent Protein (RFP) for
P.fluorescens . When the initial sample is loaded on the 1, 495 wells chip and incubated
overnight, four types of droplet will be revealed by the digital analysis : empty droplet,
E.coli only droplet (Fig 3.18a), P.fluorescens only droplet (Fig. 3.18b), co-localization
droplet with both E.coli and P.fluorescens (Fig. 3.18c).

(a) (b) (c)

Figure 3.18: Snapshots of non-empty wells from an example of co-culture experiment.
a) Droplet with E.coli only (40X). b) Droplet with P.fluorescens only (40X). a) Co-
localization of E.coli and P.fluorescens in the same droplet (10X).

In such experiment, is it possible to predict the number of co-localization, empty or single
species droplets given their initial concentration ⁄

1

, ⁄
2

? If one of the species concentration
is too large (⁄ ∫ 1), this species will grow in all of the droplets and the problem is reduced
to the single species problem as in 3.2.2. If now both species are diluted enough, we can
uses the Poisson theory to predict the di↵erent amount of each droplets. As for a single
species, it is convenient to estimate the probability of absence P(k = 0) and then deduce
the probability of presence P(k ”= 0) = 1 ≠ P(k = 0).

Calculus derivation. We start by estimating the number of droplet containing E.coli .
The probabilities for E.coli to be present in the droplet number l is:

’l œ [1..nd] P1

l = 1 ≠ e≠⁄
1 . (3.7)

If M
1

represents the random variable corresponding to the number of droplet containing
E.coli , we can estimate the probability for this variable to take the value m

1

. When
M

1

= m
1

, m
1

droplets are positives and nd ≠ m
1

droplets are negative, such that:

P(M
1

= m
1

) =
A

nd

m
1

B

(1 ≠ e≠⁄
1)m

1

1
e≠⁄

1

2n
d

≠m
1

(3.8)

This corresponds to a binomial law of parameters
1
nd, 1 ≠ e≠⁄

1

2
such that the expected

number of droplet containing E.coli is

E(M
1

) =
n

dÿ

m
1

=0

m
1

P(M
1

= m
1

) = nd(1 ≠ e≠⁄
1). (3.9)
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The same derivation can be performed for P.fluorescens such that the number of droplets
containing P.fluorescens is E(M

2

) = nd(1 ≠ e≠⁄
2).

The estimation for the number of co-localisation uses also the same type of derivation, but
this time with the probability to have both species in the droplet l :

’l œ [1..nd] P1,2
l =

1
1 ≠ e≠⁄

1

2 1
1 ≠ e≠⁄

2

2
. (3.10)

By defining M the random variables describing the number of co-localisation droplets we
find

E(M) = nd

1
1 ≠ e≠⁄

1

2 1
1 ≠ e≠⁄

2

2
= E(M

1

)E(M
2

)
nd

(3.11)

and

‡2(M) = nd

1
1 ≠ e≠⁄

1

2 1
1 ≠ e≠⁄

2

2 1
1 ≠

1
1 ≠ e≠⁄

1

2 1
1 ≠ e≠⁄

2

22

= E(M
1

)E(M
2

)
nd

A

1 ≠ E(M
1

)E(M
2

)
n2

d

B

. (3.12)

Species interaction criterion. From this preliminary calculation, it is possible to de-
rive a criterion that determines whether an interaction exists between the two species using
solely the end-point scan after the colonies growth.
Let be m0

1

,m0

2

, the initial numbers of droplets containing E.coli and P.fluorescens , respec-
tively; m

1

,m
2

, the number of droplets containing respectively E.coli and P.fluorescens mea-
sured on chip at the end; m

1,2, the number of co-localized droplets measured on chip; nd the
total number of droplets; and mk

2

the number of droplets that were containing both species
at the initial time and contained only E.coli at the end such that : m0

1,2 = m
1,2 + mk

2

. By
using the equation (3.11) m0

1,2 = m0

1

m0

2

/nd and the fact that m0

2

= m
2

+ mk
2

, we obtain an
expression for mk

2

:

mk
2

= m0

1

m
2

≠ m
1,2nd

nd ≠ m0

1

. (3.13)

In the case where P.fluorescens has no impact on E.coli , the number of positive droplets
observed for E.coli corresponds to the initial number of droplets containing E.coli such
that m0

1

= m
1

. This allows to calculate the result of equation (??). If the equation is
not zero, it means that some of the co-localized droplets have turned into single species
droplets resulting from the competitive interaction between the two species. If mk

2

> 0
interactions exist such that the criterion for species interactions is:

m
1,2 <

m
1

m
2

nd

. (3.14)
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Total E.coli (m
1

) / ⁄
1

P.fluorescens (m
2

) / ⁄
2

Co-localization M
exp

Prediction E(M) Prediction ‡(M)
Number of Droplets 1489 569 / 0.48 1362 / 2.46 448 519 18

Table 3.1: Result and prediction of a co-culture of E.coli and P.fluorescens on chip.

Yet, this criterion does not integrate the standard deviation ‡ of the random variables M
measured on chip. As the 99.73 % confidence interval for M is [m

1

m
2

/nd ±3‡], the 99.73 %
confident criterion for interaction is :

m
1,2 < E(M) ≠ 3‡ = m

1

m
2

nd

≠ 3
ı̂ıÙm

1

m
2

nd

A

1 ≠ m
1

m
2

n2

d

B

. (3.15)

The interesting thing about this criterion is that we do not need to know the initial num-
ber of positive droplets for each species (m0

1

,m0

2

) to detect interactions between the two
species. The end-point measurement solely indicates whether an interactions stopping one
of the species growth has occurred during the experiment or not. To have more precise
information to quantify an interaction, we have to follow the dynamics of each well. A
dynamical measurement could also highlight other types of interactions that do not neces-
sarily stop the bacterial growth but reduce or increase the bacteria growth dynamics. For
instance, species 1 could induce a delay in the growth of species 2 or even both species
could have a slower growth in the presence of each other.

Experimental Result. The digital analysis results of the experiment presented in fig-
ure 3.18 are shown in table 3.1. We see that the experimental number of co-localization
is well below its expected value and verifies the interaction criterion (3.15) : M

exp

≥
E(M) ≠ 4‡ < E(M) ≠ 3‡. This means that there is an interaction between E.coli and
P.fluorescens .
By visual inspection of the figure 3.18a, one can see that small colonies of P.fluorescens are
present in the droplet but they do not express fluorescence any more. This means that the
interaction with E.coli stops either their growth or the expression of the red fluorescent
protein. We have no insight about the type of interaction involved here, but for instance it
has been reported that a competition exists between P.fluorescens and E.coli through the
production of indole by E.coli . Indole is a derived product of amino acid L-tryptophan
synthetised by tryptophanase (TnaA) and play a key role in the inhibition of the Quorum
Sensing.84

3.2.4 Extension to multiple species for new in vitro culture con-
ditions discovery

In previous sections, we explore the quantitative data that allow the digital approach for
a single and two species. In this section, we extend the calculus derivation to any number
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of species in order to find combination of species that live in symbiosis and thus identify
in vitro culture conditions for a target species.

This work has been initiated by a collaboration between our group and the laboratory of
Molecular Microbial Pathogenesis at Institut Pasteur. Sansonetti’s group works with a
bacteria called Segmented Filament Bacteria (SFB), involved in the development of mice
and human immune systems. The particularity of SFB dwells in the fact that it can only
be grown in vivo in mice guts. Working with living mice renders experiment complicated
and long-standing. In 2015, they discovered a new in vitro culture condition for SFB but
involving guts epithelial cells.85 Yet, eukaryotic cells are very sensitive and require a long
period of time to grow, which does not really simplify the SFB cultivation. The discovery
of in vitro culture conditions involving solely prokaryotic cells is a striking challenge that
would give access to a wider range of experimental investigations on bacteria strains such
as SFB.

SFB

Commensal	Bacteria

(a) (b)

Figure 3.19: High resolution images taken with a scanning electron microscope (SEM).
(a) Segmented Filament Bacteria (SFB) covered by commensal bacteria. (b) Zoom view
of SFB with a single commensal bacteria attached to its surface. Source: Molecular
Microbial Pathogenesis Lab, Pasteur’s Institute.

For the last two decades, symbiotic contribution of microbiota to the key host physiological
functions have been highlighted, which also suggests the existence of symbiotic interactions
between microbiota species. On figure 3.19, the long and large filaments correspond to SFB
cells with smaller commensal bacteria attached on its surface. It is assumed that these bac-
teria are feeding larger ones by providing the essential metabolite for SFB growth. Our
objective is to find the minimum number of required species to grow SFB and this group
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of species will be called the ’Key’, such that SFB could be grown directly from the shelves.
In this section we give the theoretical background showing that our generic platform can
be used to determine the Key.

The general protocol envisaged for the experiment is summarized in figure 3.20. The
generic platform is used to create nd samples of the initial batch containing the commensal
bacteria and SFB. After incubation, the droplets showing SFB growth are first extracted
with our laser method (cf section 3.1.5) and then sequenced to determine their species
composition. Bacterial species common to all the positive droplets are the best candidates
to constitute the Key. This intersection of bacterial species can be either minimal if it
corresponds exactly to the Key or too large if it contains species that are not essential for
SFB growth.

In this problem three parameters remain unknown: the number of commensal species, the
number of species contained in the Key and the cells concentration in the initial batch.
Below, we evaluate the probability of finding exactly the Key after sequencing positive
droplet previously extracted on a single chip. To estimate a honest value we take a very
large number of commensal species and plot this probability as a function of the two re-
maining unknown parameters. We first estimate the probability of having at least one
positive droplet on a chip. Then, we calculate the expected number of positive droplets
to finally reach a simplified expression for the targeted probability. In appendix C, we
provide an estimator for k based on the experimental measurements of positive droplets
using moments method that is, here, equivalent to the maximum likelihood method.

Mathematical definitions To obtain an analytical expression for the probability of
finding the Key, we have to convert the method scheme of the figure 3.20 into mathemati-
cal expressions. Let N be the number of commensal species and k the number of species
contained in the Key K such that card(K) = k. The initial commensal bacteria concentra-
tions (C

1

, ..., CN) are directly related to their Poisson coe�cient ⁄j = Cjvd with vd ≥ 2 nL,
the droplet volumes. Initial SFB concentration is high enough such that it is present in ev-
ery droplet and does not appear in our calculation. In each droplet l œ [1..nd] we associate
a N -dimensional real valued random variable Xl œ {0, 1}N . Its j-th component takes the
value 1 if the species j is present in the droplet l, and 0 if not. Resulting from the Poisson
distribution (see 3.2.2), the laws of Xl[j] are given by :

’j œ [1..N ] P {Xl[j] = 0} = e≠⁄
j ,

’j œ [1..N ] P {Xl[j] = 1} = 1 ≠ e≠⁄
j .

(3.16)

We assume that the random variables Xl[j] and Xq[i] are independent if i ”= j or l ”= q.
Let be D

+

the index of the positive droplets. If Ál is the set of the species labels in the
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Key
Sequencing

Chip	Loading

N	species nd	droplets

Chip	Incubation

Positive	droplets	Extraction

1

2

3

4

Figure 3.20: Method description to find the minimal species combination for growing
SFB. 1) The initial batch containing a mix of commensal bacteria and SFB with the ap-
propriate media is exploded in nd = 1, 495 droplets within the microfluidic chip. 2) The
chip is incubated to allow for bacteria growth. 3) Positive droplets are extracted thanks
to the laser set-up described in B.3. 4) Extracted droplets are sequenced and their
content are compared to determine their common species. If this species intersection is
minimal, we found the Key.

droplet content l, a droplet showing SFB growth will verify l œ D
+

and K µ Ál.

As we focus on the minimal combination of bacteria that gives a positive result and we
want to determine the probability of the event E:

The intersection of the positive droplets is minimal … { u

lœD
+

Ál = K}.
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Probability of having the key K on a chip As the distributions of all species are
independent, the probability to have the key in a given droplet is :

’l œ [1..nd] P (K µ Ál) =
Ÿ

jœK

1
1 ≠ e≠⁄

j

2
. (3.17)

We deduce the probability to have no positive droplet
1
1 ≠ r

jœK

1
1 ≠ e≠⁄

j

22n
d

in a nd

droplets sample and immediately the probability to have at least one positive droplet:

P ({÷l œ [1..nd]/ K µ Ál}) = 1 ≠
Q

a1 ≠
Ÿ

jœK

1
1 ≠ e≠⁄

j

2
R

b
n

d

. (3.18)
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Figure 3.21: Probability to have at least one positive droplets as a function of k for
di↵erent value of 1 Æ ⁄ Æ 7 and N = 10

4. Insert is a zoom for the k values between 0

and 100. Drawn from equation (3.18). For simplicity, the ⁄j are identical and equal to
⁄.

Figure 3.21 is a plot of the probability to have at least one droplet positive as a function
of the length of the Key K for various values of ⁄ set by the initial concentration of each
commensal species. In the diluted case (⁄ = 1), the presence of a positive droplet be-
comes very unlikely if the length of the Key is greater than 20. In the dense case (⁄ Ø 4),
even large value of k results in at least one positive droplet. Indeed, it corresponds to
the case where all the species are present in almost all droplets. This is not a satisfactory
condition because the sequencing of the positive droplet will result in a too large inter-
section and we will not be able to determine the minimum number of species contained
in K. Fortunately, microbiologists do not expect k > 10 which ensures the presence of
at least one positive droplet. It is very important to be sure to have at least one droplet
positive, such that when we perform the experiment we can prove whether SFB can grow
in vitro or not without inferring a negative result to the possible absence of the key on chip.
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Expected number of positive droplets Let M be the random variable associated to
the number of positive droplets on the chip such that M = card(D

+

). By definition of M
we have :

E(M) =
n

dÿ

m=0

m P(M = m) =
n

dÿ

m=0

A
nd

m

B

m—m(1 ≠ —)n
d

≠m = nd—,

with — =
Ÿ

jœK

1
1 ≠ e≠⁄

j

2
(3.19)

and
Var(M) = nd—(1 ≠ —). (3.20)

One can notice that M follows a binomial distribution of parameters (nd, —), as nd = 1, 495,
for values of — not too low, i.e. k value not too high, the central limit theorem tells us that
M can be described by a normal distribution of parameters (nd—, nd—(1 ≠ —)). Therefore,
according to the tables for normal distribution m œ

Ë
nd— ± 3

Ò
nd—(1 ≠ —)

È
with a prob-

ability higher than 99.865%. Figure 3.22 draws the expected number of positive droplets
as a function of k and for di↵erent values of ⁄. The number of positive droplets drops o↵
quickly for low value of ⁄. To give an order of magnitude, the case ⁄ = 1 is equivalent
to an optical density4 of 1/400 for E.Coli and at this concentration we expect more than
150 positive droplets for k = 10. This is a good indication for an experimentalist when
preparing the sample to test. For the experiments, several dilution will be prepared to
cover a large range of ⁄ and give us the maximum chance of finding optimal conditions.
The optimal case results from a tradeo↵ between a su�ciently low concentration to have
a good diversity of species amongst the droplets and a su�ciently high concentration to
observe enough positive droplets to converge to the exact combination.

Probability of having exactly the Key In the final step of the calculation, we want
to know if we have enough positive droplets to find exactly the key. Let’s be flm = fl

lœDm

+

Ál

the intersection of m positive droplets. The probability for a species i outside the Key not
to be in all the m positive droplets is :

’i œ K̄ P (i /œ flm) = 1 ≠ (1 ≠ e≠⁄
i)m, (3.21)

which enable us to calculate the probability for the intersection of all the positive droplets
to be exactly the key when there are m positive droplets on the chip:

P (flm = K) =
Ÿ

iœ ¯K

1
1 ≠ (1 ≠ e≠⁄

i)m
2

. (3.22)

4The optical density measure the level of absorbance at 600 nm of a bacterial solution. It is used to
measure bacteria cell concentration and will be further developed in chapter 5
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Figure 3.22: Number of positive droplets for various 1 Æ ⁄ Æ 7 and N = 10

4. Drawn
from equation (3.19).

Therefore, the general expression of the probability to have exactly the key by looking at
the intersection of all positive droplet is

P
3

fl
lœD

+

Ál = K
4

=
n

dÿ

1

P(M = m)P(flm = K), (3.23)

which can be written as

P
3
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+
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i)m
2

. (3.24)

In the case where all the initial concentration are identical ’i œ [1..N ] ⁄i = ⁄, the
previous expression can be written as function of ⁄, card(K) = k and nd, the total number
of droplets:

P
3

fl
lœD

+

Ál = K
4

=
n

dÿ

1

A
nd

m

B

pmk(1 ≠ pk)n
d

≠m(1 ≠ pm)N≠k with p = 1 ≠ e≠⁄. (3.25)

As noticed earlier for the distribution of M , equation (3.25) can be approximated by :

P
3

fl
lœD

+

Ál = K
4

≥
µ+3‡ÿ

µ≠3‡

A
nd

m

B

pmk(1 ≠ pk)n
d

≠m(1 ≠ pm)N≠k,

with p = 1 ≠ e≠⁄, µ = ndpk and ‡ =
Ò

ndpk(1 ≠ pk) (3.26)

Figure 3.2.4 displays the result for the probability of finding exactly the key on a single
chip. For k Æ 10, as soon as ⁄ Æ 5, the probability to find the key on the chip is equal to 1.
This means that with a single microfluidic experiment and su�ciently diluted conditions,
we will be able to discover new in vitro culture conditions that microbiologists could not
discover with their traditional techniques.
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Figure 3.23: Probability to have exactly the key on a single chip with N = 10

4 for
various value of k as a function of ⁄. Drawn from equation (3.26). For combination
of less than 40 species we can find an initial concentration of the bacterial mix to find
exactly to key by looking at the intersection of the positive droplet.

Experimental Attempt. We performed the first experimental attempt in collaboration
with the Molecular Microbial Pathogenesis lab from Institut Pasteur with the objective to
observe SFB growth in vitro. The experimental set-up is described in figure 3.24. Bacteria
cells are extracted from mice guts and diluted in appropriate medium before being loading
on three di↵erent chips with three di↵erent cell concentrations. As commensal bacteria do
not support oxygen, all the manipulation must be performed in anaerobic chambers, which
increases the complexity of the manipulations. The particularity of SFB is that it is much
bigger than the other commensal bacteria and grow in long and large filament which make
it easy to distinguish on phase contrast images.

Figure 3.25 shows snapshots from our preliminary experiment. When SFB is cultivated
alone on the chip, no growth is observed even after two days of incubation (Fig. 3.25a).
In the case of very concentrated solution of figure 3.24c, SFB might have slightly grown
but we cannot be sure as the size of the cells we found could be also found in the original
batch. However, in diluted solution, large networks of SFB can be observed in several chip
position (Fig. 3.24b).

The observation of figure 3.24b is very promising for several reasons. First, it proves that
SFB can be grown in vitro with only prokaryotic cells. Second, it suggests that it exist
optimal conditions for this growth in terms of initial cells densities and probably also in
terms of species diversity. This preliminary experiment is very revealing for further at-
tempts, but needs to be improved in two main aspects. The anaerobic conditions are hard
to maintain during the visual inspection on motorised microscope outside the anaerobic
chamber. Moreover, the experiment deals with the combination of two experimental pro-
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Figure 3.24: a) Schematic of the experimental method to prepare the initial mix of
SFB and commensal bacteria. SFB and commensal bacteria are separately extracted
from the guts of two di↵erent mice. Both guts contents are filtered and diluted in
appropriate medium to form the original batches of concentration C

1

and C

2

for SFB
and commensal bacteria, respectively. The original batches are diluted once again with
ratios fl

1

and fl

2

that vary from chip to chip. The second dilution enable the creation
of di↵erent initial concentration of bacteria.
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Figure 3.25: a),b),c) show snapshots of the first attempt of growing SFB in our
generic platform for three di↵erent initial dilution rate fl. The picture are taken after
two days of chip incubation in anaerobic conditions at 37

¶
C. a) Culture of SFB only

with fl

1

= 1/100. b) Mix of SFB and commensal bacteria (1:1 ratio) with a low initial
concentration fl

1

= fl

2

= 1/500. c) Mix of SFB and commensal bacteria (ratio 1:1) with
no second dilution, fl

1

= fl

2

= 1.

tocols which need to be adjusted together. Further attempts could not be performed due
to PhD time constrai nts.
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3.3 Summary and conclusions of chapter 3

In this chapter, a novel microfluidic platform is presented. It enables the cultivation of bac-
terial populations in the same way as in Petri dishes. We first demonstrate how thousands
of bacterial cells can be simply encapsulated in a large droplet array. Its simplicity and
robustness rely on the hard-coding of the physical mechanisms in the chip geometry. The
production of 1, 495 monodisperse droplets is therefore possible without advanced instru-
ments. This contrasts with the traditional flow-focusing method in which monodispersity
depends on the precision of the flow-rate control and the quality of the surfactant.

Second, commonly studied bacteria species can be grown overnight directly on chip without
requiring supplementary medium. During this time, they reach a su�cient size such that
they can be observed properly as on a Petri dish. In the case of slower bacteria growth,
additional medium can be brought by performing a phase change. The use of hydrogel
beads, allows for the removal of the oil phase without removing the bacterial colonies.
This will be detailed further in chapter 5.

Third, we take advantage of PDMS deformation and the low melting point of agarose to
selectively recover any one of the droplets for further culture or analysis. This feature is
particularly important for biological studies in several di↵erent respects. In biology, it is
important to establish a relationship between an observed phenotype and the correspond-
ing genotype. Therefore, the observation of a particular physiological function on chip can
be directly related to a gene expression through gene sequencing. Further o↵ chip culture
is also vitally important in the case of the study of inheritance of a particular function such
as the resistance to an antibiotic or the expression of a target molecule.

Fourth, quantitative measurements can be performed in the same way as on a Petri dishes
by enumerating all the colonies and identifying a rare mutant with better detection limits
compared to traditional microbiology techniques. The combination of the large number of
droplets with the Poisson-like cell distribution enables the adaptation of a digital analy-
sis to our device. It provides a simple and systematic method for direct measurement of
the initial sample concentration, which is not ensured by classical turbidity measurement
based on a calibration curve. In the case of two species, the digital approach allows for the
detection of interactions between the species by the use of simple criterion.

Finally, based on the three basic features of our platform : bacterial culture, quantifica-
tion and recovery, a theoretical proof of concept is developed to discover new bacterial
culture conditions. The model is illustrated by the example of Segmented Filament Bac-
teria. Starting from the observation of symbiosis between SFB and commensal bacteria,
the cell repartition according to independent Poisson distributions create multiple micro-
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ecosystems on the generic chip leading to several droplets with SFB growth. The sequencing
of the positive droplets containing a large amount of SFB cells would determine the essen-
tial species for growing SFB ex vivo.

We performed the preliminary experiment at Institut Pasteur which showed very encourag-
ing results as we observed SFB growth on chip. Future work should first provide a clearer
proof of e↵ective SFB growth in droplets with timelapse snapshots of positive droplets.
Then, successful cultures should be extracted from the chip and sequenced to determine
the minimum required species and validate the theoretical predictions. On a longer term,
when the culture condition will be determined, it is of particular interest to understand the
type of interactions between SFB and the associated commensal bacteria. This will require
testing thousands of mutants of the commensal bacteria which could be parallelized on the
generic chip as well. We believe that this project is a very promising and exciting project
which should be further carried out.

Although other microfluidic designs allow for the elementary operations that are enabled
by our device, the ability to integrate droplet production, storage, changing the droplet
contents and droplet recovery in a single device and with this level of simplicity is not pos-
sible with current techniques. Yet, these operations are critical for biology protocols and
constitute the microfluidic counterparts of the functionalities fulfilled by multiwell plates.
One limitation of this device is the density of droplets due to the 2D-array geometry com-
bined with a breaking process. However, we take advantage of this geometry by developing
the extraction method that hints the resolution of new biological problem that could not be
solve otherwise (cf SFB). Finally, the digital approach is limited as it relies on an end-point
measurement that cannot provide information on the dynamical properties of the bacterial
colonies development. This will be explored in the next chapter in which another level a
quantitative measurement is brought by using the static storage of droplets to follow the
dynamic growth of each individual colony.
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Chapter 4

Time-resolved Measurements of
Bacteria Growth

There is an increasing awareness about the phenotype heterogeneity amongst bacterial
populations.42 This heterogeneity is of particular interest in the case of the study of per-
sisters, which are bacteria cells that switch their phenotype from growing to non-growing
under antibiotic pressure. They represent a small part of the bacterial population (10≠6

to 10≠4)86 and can survive to antimicrobial conditions.87 Contrary to resistant bacteria
that arise from heritable mutations, the persistance results from non-heritable phenotype
changes due to fluctuations in gene expression or environmental signals.88 Persistant bac-
teria can switch back to growing bacteria when the antibiotic pressure is removed. This
limits e�ciency of lasting e↵ect of antibiotic treatments and can yield dramatic relapse for
sensitive patients. The very small appearance probability in addition to the reversibility
of the phenotype switching, make the persisters a very di�cult system to study such that
numerous questions remain open regarding the origin and the mechanism of appearance as
well as their behaviour.

Bio-reactors, which use the fermentation ability of bacteria, can also benefit from the study
of specific phenotypes. The selection of cells with particularly e�cient metabolisms can
be relevant for instance to optimise waste treatment processes. Contrary to the case of
persisters, for bio-reactors optimisation we want to target the small part of the population
that presents a fast growth. For both cases, the important feature is the capacity of the cell
to grow in a given condition such that quantitative information on physiological function
can be obtained by measuring their proliferation.

Historical growth measurement techniques follow bacterial growth at the population level.
Bacteria growth is therefore well-studied at the macroscale and quantitative measurements
of the characteristic growth parameters are defined at the population level. Yet, these meth-
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ods are limited in their ability to measure the heterogeneity of the population composition.
For instance, how are the growth rates distributed amongst the individual population mem-
bers? How does the population adapt to nutrient variation? Do all the members switch
their metabolism simultaneously or gradually under selective pressure? Such problems can
be solved with the advent of microfluidic techniques for bacteria growth study at the single
cell level.

The direct observation of bacteria division at the single cell level displays an inherent
stochasticity within a bacteria population.44 It results that a population can be char-
acterised by distributions of growth parameters. Each distribution corresponds to the
gathering of all the individual growth parameters. Moreover, it is important to distinguish
two types of stochasticity. The first type derives from the natural variability within a pop-
ulation, e.g. variability in their genotype. This natural variability may have an impact on
the individual growth characteristics. The second source of stochasticity results from the
contributions of intrinsic and extrinsic factors to the realisation of the biochemical reac-
tion resulting in the cell division. Intrinsic factors refer to the stochasticity in the internal
chemical reaction,89 gene expression, cell aging or epigenetic regulation, whereas extrinsic
factors translate the perpetual changes in the microenvironment surrounding the bacteria
cell (pH, temperature, dissolved oxygen, nutrient availability). The first stochasticity is
therefore inherited by the daughter cells and is called biological variability while the second
one is experiment-dependent and is termed stochastic variability. This brings another level
of questions. In the case of bio-reactor optimisation, is the ”hit” bacteria, identified as
particularly e�cient, similar to other bacteria and results from the stochastic variability or
does it correspond to a biological variability such that its phenotype will be transmitted
to the following generation?

The discrimination of whether an observed phenotype results from stochastic processes or
a biological variability can be considered through the use of growth models. The compari-
son of the model results with experimental measurements allows for the determination of
whether the observed variability can be purely due to mathematical reasons or necessar-
ily results from biological variability. The establishment of growth models is performed
on growth curves that describe the evolution of a bacterial population in time. Histori-
cally, growth models were developed at the population level to predict the evolution of a
bacterial population in a given environment especially for the risk assessment in the food
industry.90,91 These models are characterised as deterministic models as they rely on dif-
ferential systems of equations describing the bacteria growth dynamic. More recent models
have emerged from bacteria studies at the single cell level. They translate the stochasticity
of the cell division process and thus rely on stochastic equations. The two classes of mod-
els are complementary and we will see that they correspond to di↵erent levels of growth
observation.
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This chapter is devoted to the establishment of growth curves on the generic chip. The use
of an array of static droplets allows us to follow the content of each droplet and observe
the proliferation of thousands bacterial colonies. We developed a Matlab-based software
to extract and analyse the experimental data generated by the observation of thousands
bacterial culture in parallel. The observation at the colony level enables the quantification
of the variability inside a bacterial population.

The first section reviews the first analytical study of bacteria growth that has been per-
formed by Jacques Monod71 in the late 40’s. Monod formalised the basic method of micro-
biology by defining growth phases in the bacterial growth curves and growth parameters
that characterise each growth phase. This will be followed by the main models developed
to describe each level of growth observation as well as their limitations.

The second section presents how time-resolved measurements of independent growth of
microcolonies within the generic platform can be followed and how their growth curves are
established. To achieve this we developed a software that automates the measurement of
each individual droplet content, gathers the extracted data into growth curves and mea-
sures the growth parameters defined in the first section.

The third section exposes our experimental results and compares the on-chip growth pa-
rameters measurements to the data of existing techniques to prove that our platform can
be used in the same way as classical technique to follow bacteria growth. The way we grow
and observe bacteria proliferation sets particular cultivation conditions and the range of
accessible information resulting in constraints for the derivation of a growth model specific
to our chip.

4.1 Bacteria growth characterisation and models

4.1.1 Bacteria growth curves characterisation

The historical techniques to measure bacteria growth curves are the viable count on agar-
coated Petri dishes or the turbidity in liquid batch. For both techniques, the bacteria
growth is performed in liquid batch containing the cells and the growth medium. The
initial time (t = 0) of a bacteria growth study is defined by the time at which an initial
number of cells, called ’inoculum’, is diluted in fresh culture medium. The viable count
consists in the spreading on a Petri dish of a constant volume pipetted out of the batch
culture for given time points. After an overnight incubation, it is possible to visually count
the number of bacteria cells and divide the pipetted volume to obtain the cell concentration
at the sampling time. The turbidity technique is a direct measurement that relies on the
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batch absorbance at 600 nm. The cell concentration is linearly related to the batch turbid-
ity for absorbance ranging from 0.01 to 0.9. High absorbance level can still be measured by
diluting the pipetted sample prior the measurement. This technique requires a calibration
curve to translate each absorbance measurement into cell concentration.

Figure 4.1: Extracted from Monod.71 Phase of growth. Lower curve: logarithm of
bacterial density. Upper curve : variation of growth rate. The dotted lines mark
the limits of the growth phase define by Monod : 1. lag phase: growth rate null; 2.
acceleration phase: growth rate increases; 3. exponential phase: growth rate constant;
4.retardation phase: growth rate decreases; 5. stationary phase: growth rate null; 6.
phase of decline: growth rate negative. In the present work we will not study the phase
6 defined by Monod as the phase of decline.

A typical growth curve and its first derivative are shown in figure 4.1. The logarithm of
the cell concentration is generally used, as the bacteria proliferate exponentially. Jacques
Monod71 formalised the characterisation of the bacteria growth by defining three main
phases. All the phases are characterised by a cell density and an accompanying growth
rate. The initial lag phase is characterised by no-growth or not observable growth, while
the exponential phase occurs with a maximum growth rate and a strong increase of the
population density. Finally, the population reaches a stationary phase where no further
growth is observed.

Each phase can be characterised by its duration, cell concentration as well as the rate
of cell division. Four main parameters are commonly encountered in growth models to
quantify bacteria growth: (i) the inoculum size y

0

= log(x
0

), with x
0

the cell density at
t = 0; (ii) the lag time t

lag

; (iii) the specific growth rate µmax and (iv) the final colony size
y

max

= ln(x
max

), with x
max

the cell density in the stationary phase. The final population
size depends on the growth limitation factor which is often the nutrient quantity. The
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Figure 4.2: Growth parameters definition : inoculum size y

0

, lag time t

lag

, specific
growth rate µ

max

= tan(–

max

), final colony size y

max

.

growth parameters are shown on typical growth curve in Figure 4.2. The measurement of
the lag time and the specific growth rate are detailed below.

Lag Time. The lag time is the duration of the lag phase, a period during which little to
no growth is observed. It results from the adaptation of the cells to a new environment or
culture conditions. Thus, the length of the lag time depends on the metabolic state of the
bacteria cells at the inoculation. Indeed, bacteria cells need time to increase their protein
content until a threshold value before they start to divide.92 In practice, the lag time is
measured as the intersection between the tangent to the growth curve at the maximum
exponential growth phase with the y

0

-axis93 as shown in figure 4.2.

(a) (b)

Figure 4.3: a) Impact of the detection level on the lag time measurement. (from
Baranyi et al.94) b) Impact of the inoculum size on the time to detection (from Swin-
nen et al.

95).
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The measurement of the lag time must be clarified. The technique described above strongly
depends on the inoculum size y

0

and the detection level of cell concentration measurement
technique. Figure 4.3a displays an example of a typical case of a detection level X

det

above
the e↵ective inoculum size x

0

. Consequently, the measured lag time would correspond to
a measure of the time to detection T

det

rather than the real lag ⁄, time required for cells
adaption to thenew environment (we keep the notation of the extracted figure). There-
fore, the gap between the real and measured lag times is set by the detection limit of
the technique used to follow the bacteria growth. Short lag time or lag time of highly
diluted inoculum will consequently be overestimated by the time to detection rather than
a real adaptation time to the new environment. The accuracy of the lag measurement will
naturally be improved as the inoculum size gets closer to the detection limit as shown in
figure 4.3b.

Specific Growth Rate. The specific growth rate informs on the frequency of bacteria
cell divisions. It is strongly related to the nutrient quality92 such that a common technique
to vary the bacteria growth rate is to change the culture medium composition1. The specific
growth rate is typically defined as the maximum slope of the logarithm of the growth curve
during the exponential phase:96

µmax = max

A
d ln x

dt

B

= tan –
max

(4.1)

The maximum growth rate can also be defined on the linear plot of the growth curve :

g
max

= max

A
dx

dt

B

. (4.2)

However, the specific growth rate is generally preferred as it is directly related to the
doubling time of the population. The doubling time · corresponds to time required to
double the cell density during the exponential growth phase96 such that:

· = ln 2
µmax

. (4.3)

4.1.2 Growth Models

Now that we have seen how to describe bacteria growth and how to characterise the growth
parameters, we present the underlying models developed to describe the bacteria growth

1The nutrient quality corresponds to the composition of the culure medium. A medium of good quality
is rich in mineral, vitamins or lipids and contains simple carbon source that are easily processed by the
bacteria cells such as glucose.
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dynamics. We follow the historical path by describing first the bacteria growth model at
the population level and then, the models developed for single cell analysis.

Deterministic growth models

A large amount of growth models have been developed since Monod’s study and reviewed
by Zwietering et al.93 All those models are based on the geometry of the growth curve
namely a sigmoidal shape. Baranyi et al.97 generalised them by developing a family of
growth fitting curves. We present here the main formalism used by Baranyi et al. to obtain
an analytical expression of the bacteria growth curves.

1 – General Model. Let us consider bacteria cells cultivated in an environment E
1

and
at t = 0, the cells are inoculated in an environment E

2

with a cell concentration x
0

. The
general mathematical formulation to model bacteria growth can be described by the first
order initial value problem :

ẋ = –(t)µ(x)x (0 Æ t < Œ; 0 < x)
x(0) = x

0

, (4.4)

where x is the cell concentration and µ(x) the specific growth rate. –(t) is called the
adjustment function from E

1

to E
2

and follows the properties :

• –(t) depends on E
1

and E
2

,

• 0 Æ –(t) Æ 1

• limt∫t
lag

–(t) = 1

Equation (4.4) is general for almost all the deterministic models and translates the exponen-
tial behaviour of the bacteria growth. Variations between the di↵erent models correspond
to the exact expression of the two functions – and µ. – characterises the lag phase and
increases from 0 to 1 for 0 Æ t Æ tlag. As demonstrated in Baranyi et al.,97 any solution
x(t) = f(t) of equation (4.4) with –(t) = 1 can be generalised with any –(t) through the
relation :

x(t) = f(A(t)) with A(t) =
⁄

t

0

–(s)ds (4.5)

Therefore, it is possible to investigate first the resolution of (4.4) with –(t) = 1 and then
integrate to these solution di↵erent form for –(t).

2 – ”Biological” µ. The function µ(x) integrates the growth limitation factors as it
tends to 0 for large value of time (t ∫ tlag). It can be seen under two di↵erent perspectives.
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On the one hand, the limitation can be seen as nutrients consumption by bacteria cells.
Monod71 discovered that the growth rate depends on the substrate concentration S, such
that µ(x) can be defined as a function of S by the set of equations :

I
µ(x) = µmax

S
K

S

+S
dS
dt

= ≠Y dx
dt

,
(4.6)

where Y > 0 is the substrate consumption rate by bacteria cell and KS the Michaelis-
Menten constant. This expression of µ is the typical reaction rate of enzymatic reactions
that underlies the substrate consumption by the bacteria. The second equation of the
Monod’s law (4.6) implies that the instantaneous substrate concentration in a batch culture
depends linearly on the number of bacteria cells :

S(t) = Y (x
0

≠ x(t)) + S
0

. (4.7)

3 – ”Geometrical” µ. Another way to define µ(x) is by choosing a function that fits
the shape of the growth curve namely the logistic function:

µ(x) = µmax

3
1 ≠

3
x

xmax

4m4
, (4.8)

where m is a geometrical parameter describing the curvature of the growth curve between
the exponential and the stationary phases. Baranyi et al.96 derived an analytical solution
for the logistic case :

y(t) = y
0

+ µmaxA(t) ≠ 1
m

ln
A

1 + emµ
max

A(t) ≠ 1
em(y

max

≠y
0

)

B

(4.9)

where y = ln(x(t)) and A(t) is defined by (4.5). The bacteria cells concentration can be
also followed by fluorescence for bacteria that constitutively express a fluorescent proteins.
It is therefore useful to ask how equation (4.9) would change in such case. As the intensity
produced by x(t) bacteria cells is assumed to be linearly related to the emitted fluorescent
intensity (I(t) = —x(t)), equation (4.9) can be expressed as a function of I(t) by solely
adding ln(—).

4 – Adjustment Function –. We now have to model the adjustment function –(t)
to fully describe the growth function y(t). Baranyi et al.96 assumed that the bottle-neck
in the growth process is the accumulation of a critical substance P (t) in the bacteria cell
following the Michaelis-Menten kinetics :

–(t) = q(t)
1 + q(t) (4.10)
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where q(t) = P (t)/KP characterises the physiological state and KP the Michaelis-Menten
constant. By assuming that KP remains constant even though E

2

is changing and that the
production rate of q(t) follows a first-order kinetics :

dq

dt
= ‹q(t), (4.11)

and an expression for A(t) can be found:

A(t) = t + 1
‹

ln
A

e≠‹t + q
0

1 + q
0

B

. (4.12)

Baranyi and Roberts96 showed that ‹ = µmax and also A(t) ≥ t ≠ tlag when t ∫ tlag such
that :

t
lag

= ln (1 + 1/q
0

)
µmax

, (4.13)

The dependence of t
lag

on the initial metabolic state of a cell q
0

can be seen in this ex-
pression. The higher the initial level of the critical substance, the sooner the growth. This
leads to a simpler expression for A(t) function of the lag time tlag and the specific growth
rate µmax :

A(t) = t + 1
µmax

ln
1
e≠µ

max

t + e≠µ
max

t
lag

1
1 ≠ e≠µ

max

t
22

. (4.14)

The combination of equations (4.9) and (4.14) allow for the fitting of any growth curve
with the five parameters y

0

, ymax, tlag, µmax and m. y
0

and ymax are directly read on
experimental growth curves, the fitting consists therefore in adjusting m, tlag and µmax for
each growth curve.

Care should be taken when considering the fitting parameter µmax. As observed by Perni
et al.,98 the parameter µmax described above does not correspond to the max(µ(x)) de-
fined in the previous section to measure the experimental specific growth rate. The µmax

in the Baranyi model is the experimental growth rate in the very diluted case where
x æ 0. Here, the adjustment function – does not allow for such correspondence and
thus, max(µ(x)) = max(ẏ(t)/–(t)).

The Baranyi’s model is considered as a ’deterministic’ model because it results from the
resolution of the equation (4.4) that describes the general behaviour of the entire popula-
tion. This model is convenient as it allows for simple fitting of the growth curves. Yet,
it requires the data of the final population size ymax which is not possible in the case of
predictive microbiology. Moreover, it provides only the behaviour of the entire population
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and does not give access to the biological variability amongst the cell individualities. The
deterministic models are therefore limited in the sense that they provide only global values
of the population growth parameters without providing insight on the distribution of the
individual parameters, which is why stochastic models have been developed.

4.1.3 Stochastic Modelling

Following bacteria growth at the single cell level has highlighted an inherent variability
amongst the cells even in the same species. Let us consider a single bacteria cell in its
exponential metabolic state. This bacteria cell is continuously elongating with an expo-
nential rate depending on the quality of the nutrient until it divides into two daughter cells
as shown in figure 4.4. The size at which the cell is dividing is determined by the added-size
model developed by Taheri et al.44 They demonstrated that the added length � to the
newly born cell before the next division is constant and that the value of � depends solely
on the quality of the nutrient. In this model, they also demonstrated that the stochastic
variability in cell division was the result of the stochasticity of two parameters only : the
elongation rate and the added-size �. The dispersion of the other growth parameters (gen-
eration time, division size, etc.) are mathematically correlated to the dispersion of those
two parameters.44

Figure 4.4: Typical timeseries of E.coli cell growing in rich medium, made in a mother-
cell machine by Taheri et al.44

There exist two types of stochastic models. The first type considers the cell division event as
a random process99 as in Taheri et al.44 The second type models the bacteria growth using
the deterministic model results. The stochasticity is integrated by feeding the growth mod-
els with distribution of growth parameters. Such models aim to find correlation between
the resulting population growth parameters and the individual parameters.100,101

Cell division as a random event

The simplest stochastic model is called the ’simple birth Poisson process’ that is based
on a single parameter µ such that µ”t is the probability for a cell to divide during an
elementary time ”t. µ is equivalent to the specific growth rate of the deterministic model.
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It also depends on the nutrient quality surrounding the cell. The idea of the stochastic
models is to estimate the probability pi(t) to have i bacteria cells at time t starting from
an initial population size N at t = 0. Allen99 derived the Kolmogorov di↵erential equation
for the probabilities pi(t) :

I
dp

i

(t)
dt

= µ(i ≠ 1)pi≠1

(t) ≠ µipi(t), i Ø N,
dp

i

(t)
dt

= 0, i Æ N ≠ 1,
(4.15)

with a Dirac distribution as initial conditions pi(0) = ”iN . We can see on equations
system (4.15) that during ”t, the probability pi(t) will increase if there is a division amongst
a population of size i ≠ 1 and will decrease if a division occurs amongst a population of
size i. The analytical expression for pn(t) can be derived from the di↵erential equation of
the generating functions P(z, t) = qŒ

i=0

pi(t)zi :

ˆP(z, t)
ˆt

= µz(z ≠ 1)ˆP
ˆz

(4.16)

The analytical expression for pn(t) has been derived by Allen:99

pn(t) =
A

n ≠ 1
n ≠ N

B

e≠µNt(1 ≠ e≠µt)n≠N , n Ø N, (4.17)

which finally leads to the first two moments, the expected value and the standard deviation
of N(t):

m(t) = Neµt and ‡2(t) = Ne2µt(1 ≠ e≠µt). (4.18)
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Figure 4.5: Simulation of 30 growth curves using a simple birth process with N(t =

0) = 1 and µ = 0.05. The process is stopped when the population reaches 100 cells.
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This simple birth process shows that starting with two identical cells with the same biolog-
ical parameters and the same environment, we will observe variations due to the stochastic
timing of the cell division. This is illustrated in figure 4.5 which displays 30 individual
growth curves obtained with a simple birth algorithm. All 30 bacteria have the same
characteristic parameter µ but yield di↵erent growth curves. If the number of curves is
su�ciently high, the mean and variance of the number of descendants for each initial cell
are described by the equations (4.18). One can also observe that the mean number of
descendants corresponds to a purely exponential growth and does not integrate any lag or
growth limitation factors. It translates therefore the ideal case of exponentially growing
bacteria in a constant environment, i.e. constant nutrient quality and concentration. This
kind of models predicts the pure stochastic variability as it does not integrate any biological
variability in the parameter µ. If the moments of experimental growth curves di↵er from
the moments expected by the stochastic model, it means that an additional variability
occurs between the colonies. Therefore, such model enables to distinguish the stochastic
variability from the biological variability.

Growth parameters distributions

The second approach of stochastic modelling was initiated by Baranyi100 who obtained a
relationship between the individual lag and the population lag. He started from a distribu-
tion of lag times for a given inoculum size and integrated it in a deterministic model with
a constant growth rate to express the population growth parameters as a function of the
individual parameters.

This work has been recently completed by Koutsoumanis et al.,101 whose work cosnists of
two parts. The first part is the experimental measurement of families of individual lag times
·i and specific growth rates µ

max i

on 220 bacteria cells of S. Typhimurium. They fitted
the obtained distributions with a log normal distribution for the lag times and a logistic
distribution for the specific growth rates. This allowed them to measure the stochasticity of
S. Typhimurium in their experimental conditions. The second part of their study relies on
Monte-Carlo simulations to generate a large amount of growth curves following the same
distributions of lag times and growth rates as the experimental data.

They used the following expression for Nt, the number of cells at a time t :

Nt = (N
0

≠ Ng) +
N

gÿ

i=1

I
1, for t Æ ·i

eµ
max i

(t≠·
i

), for t > ·i,
(4.19)

with N
0

the inoculum size and Ng the actual number of cells that are growing – all the
cells do not necessarily grow. In this equation, we can see that an exponential function is
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used to model the bacteria growth as in the deterministic model with no growth for time
steps below the each individual lag ·i. Each iteration of the model generates a doublet of
growth parameters (·i, µ

max i

) that will result in a growth curve. It is important to notice
here that as the distribution of the simulated doublets (·i, µ

max i

) have the same profiles
as the experimental data, they integrate both the biological variability and the stochastic
variability. Indeed, the biological variability results from the measurement of experimental
distributions on 220 naturally di↵erent bacteria.

The result of 10, 000 iterations of the Monte-Carlo simulation is shown in figure 4.6. The
output of the model is a stochastic growth curve, which means that at any time point t,
the number of cells is a probability distribution.

Figure 4.6: Monte Carlo simulation made by Koutsoumanis et al.

101 with 10, 000

iterations. The simulations are constrained by the fit of the experimental distribution
observed on S. Typhimurium.

This type of stochastic models has a more descriptive approach than the first type. It
interprets the stochasticity in terms of dispersion of the growth parameters while keeping
characteristic equations as for the population level. Contrary to the first type, the biologi-
cal variability cannot be distinguished from the stochastic variability. This model need to
measure the growth parameters dispersions of the population members before providing
stochastic growth curves whereas the first approach only required the data of a growth
parameter to predict the inherent dispersion. However, Koutsoumanis’ approach can de-
termine the boundaries reachable by a population of cells. This type of models is therefore
useful for food safety assessment as they can to quantify a risk of contamination in function
of the inoculum size N

0

.

Throughout this overview on bacteria growth modelling, we saw that the simple expo-
nential growth of a bacterial population results from complex stochastic processes. The
complexity lies in the amount of parameters that interplay in the bacteria growth as well as
the lack of experimental data for each individual of a population. Therefore, it is important
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to distinguish the di↵erent origin of the stochasticities through the use of models in order
to identify potential biological variability. Before confronting the models derived above to
our experimental data, we first present the methods used to perform time-resolved mea-
surements on the generic chip and how quantitative data are extracted from the microscopy
images for the establishment of individual growth curves.

4.2 Image Analysis Software

To follow bacteria growth in the generic chip, the static droplets storage in an array is
exploited to visually control in time and to record the droplet content for multiple fluo-
rescent channel. As bacteria cells produce fluorescent proteins, the fluorescent intensity of
a given droplet is used as a proxy for the total amount of bacteria inside the droplet. A
software written in Matlab is used to extract and organise the data from the raw images
into individual growth curves. This tool has become essential for the members of the lab
who use the same platform as the analysis of each individual well cannot be performed
manually. In this section the di↵erent steps of the image analysis are detailed.

The principle of the software relies on the detection of the wells on the bright field images
to create a mask for each well. The mask is used afterwards to crop each individual well
at each time step and for each fluorescent channel. Finally, an algorithm is run to select
the wells kept for the analysis and integrates the detected fluorescent signal to build the
growth curves.

4.2.1 Initial Image Processing

Experimental set-up for timelapse experiment Timelapse experiments are per-
formed on an inverted microscope Nikon Eclipse Ti-U microscope, equipped with a mo-
torized xyz stage, using the accompanying NIS software for image recording. Two types
of cameras are used: the iXon Ultra 897 (EMCCD, Andor) and the ORCA-Flash 4.0 V2
(CMOS, Hamamatsu), with captor frames of 512 ◊ 512 and 2048 ◊ 2048 respectively. The
motorisation enables large scans of the entire chip with a 10X magnification. It results
that both bright field and fluorescence images (Fig. 4.7a) are taken at each xy position
programmed by the NIS software. In addition, a focus surface is calculated to set the focus
on droplets median plan for each position.
The software implements a large scan for each loop of the timelapse. One scan can last
from 7 min for the Hamamatsu camera to 25 min for the Andor camera, which record
210 and 520 xy positions respectively to map the entire chip. Figure 4.7c shows the xy
positions organisation. The number of rows and columns scanned at each loop results
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from the settings of �y and �x. An overlay is set up to catch each well entirely. An
overlay of 0% would lead to images of a large number of traps cut in half and thus a loss
of information.

xy048xy049xy050

xy142 xy143 xy144

xy178xy179xy180

Overlay

Figure 4.7: a) and b) display bright field and fluorescent images captured respectively
on Andor and Hamamatsu in a single snapshot. 100 µm scale bar. c) The large
scan is obtained by mapping the entire chip with programmed xy positions. Each
position is referenced with three digits number starting from the bottom right of the
screen and following a reverse ’Z’ profile. �y = �x = 0.650 mm for the Andor and
�y = �x = 1 mm for the Hamamatsu, which correspond to an overlay of 26% and 33%

respectively.

Wells detection for mask The first step of our image analysis detects wells on the bright
field images and creates a binary mask. The whole process is shown in figure 4.8 a,b. The
binary mask is an image of the same size as the raw bright field image but with solely pixel
with values ’1’ and ’0’. The 1 pixels cover the surface occupied by the wells place and the
0 pixels the remaining surface. The binary image is generally obtained from a grey-level
image by using a threshold value. All the pixels above the threshold value is set to 1 and
the pixels below to 0. Binary images are particularly useful in image analysis as they allow
the detection of connected pixels – namely detected objects – as well as morphological
operation on these detected objects.

In practice, a Gaussian filter is applied to the raw image and the resulted blurred image is
subtracted by the bright field image itself to remove any background. After this step, the
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Figure 4.8: a) and b) detail the image processing to detect the wells on the bright field
images. Step 1 subtracts the background with a gaussian filter and invert the image
to highlight the well edges. 2 applies a threshold – found using the Otsu’s algorithm –
to make the post-treated image binary. From this point two analysis are performed in
parallel. The first method 3 detects the connected components of the binary images,
fills them and deletes in 4 the objects that are too big or too small to be a full-size well.
The second method 3

Õ convolutes a square mask with the binary image. The square
mask has the same size as the expected wells. The centres of each well can be detected
using an appropriate threshold. Then, 4

Õ reconstructs the wells around the centres with
the same mask as for the convolution. The final mask is obtained by combining the
results of the two methods. While a) shows an example where the convolution method
misses one trap, b) corresponds to a case where an unwanted objects is detected in the
bright field image (here a bubble) which confuses the first method. Both methods are
kept to cover all the situations generally encountered during our experiments.

anchors boundaries darker in the raw images are rendered brighter than the other pixels by
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inverting the pixel values, see step 1 in Fig. 4.8 or Fig. 4.9. The graythresh function from
the Matlab Image Toolbox uses the Otsu’s Algorithm to find an optimum threshold that
identify the bright pixels in the processed image. It allows us to produce a binary image
with the anchors edges in white and the rest of the pixels in black (step 2 in 4.8).

Raw	Image	I Blurred	Image	Iblurred

Gaussian	Filter Iblurred	-	I

Bright	Edge

Figure 4.9: Details of the step 1 in figure 4.8. It produces an image with the brightest
pixels placed on the edges of the wells.

Once the edges are detected, two methods are used. The first method (steps 3 and 4,
Fig. 4.8) detects the connected components in the binary image, i.e. the well edges here,
and especially what we call their bounding box. The bounding box is the smaller square
that contains all the pixels of a connected pixels group. These boxes are filled with white
pixels to form the mask of the detected wells (step 3 in 4.8a,b). We can see on the ’Filled
Image’ of figure 4.8a that some of the detected wells are partially cut. Due to our large
overlay set-up, we are sure that they are fully appearing the neighbours raw images, see
figure 4.7. Thus, by measuring the area of the detected wells, we can delete the wells that
are too small to be entire detected in the processed image as well as objects with a long
major axis that mostly correspond to unwanted dust or to the microfluidic chamber walls
(step 4 in Fig. 4.8 a,b).

The second method(steps 3Õ and 4Õ, Fig. 4.8) is used in parallel to the first one to im-
prove the detection e�ciency. A square made of the same size as the trap is convoluted
to the binary image obtained by the step 2 (step 3Õ in 4.8 detailed in Fig. 4.10). The
convoluted image displays the center of the traps in bright pixel. By applying once again
a threshold, the well centres can be therefore detected and the wells are reconstructed in
step 4Õ by placing the square used for the convolution at the centre positions. We obtain
a set of detected wells that can vary from the one detected in the first method. This is
why, the final mask (step 5 in Fig. 4.8) is built by combining the results of the two methods.

Both method are kept in parallel because it enables a more robust detection. On the one
hand, if one of an anchor walls is on the edge of the camera captor, the convolution method
fails to detect it properly (Fig. 4.8a). This is due to the high value of threshold set for the
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Figure 4.10: Details of the step 3

Õ in figure 4.8. It produces a convoluted image with
the brightest pixels placed at the well centres.

centres detection in the convoluted image. The choice for the threshold is a trade o↵ be-
tween the detection of all the centres in most of the encountered situations and the cleaning
of undesired detected objects. On the other hand, during timelapse experiments which can
last sometimes several days, dusts or air bubbles can unfortunately appear in the chamber.
This a↵ects the quality of the well detection as it is shown on step 3 in figure 4.8b. The
boundaries of the air bubble are detected and filled by the first method which prevents the
program from detecting the wells inside the bubble. However, the second method is not
disturbed by the air bubble and can still detect all the square objects namely the wells. As
we encountered often both situations, we decided to keep both methods, which provides
satisfactory results.

Another complexity is often encountered. Although the microfluidic chip is fixed on the
motorised stage, we have observed sometimes a slight movement between each timelapse
resulting in a movement of the well outside the mask. To anticipate this movement, two
masks made from the first and last time step images are combined to form the final mask.
If the stage has moved a lot from its original position, the final mask will be large but it
will follow the entire well for all the time steps.

Image Cropping. The final mask resulting from step 5 in figure 4.8, is used to build
frames for each well. All the channels from the raw images are cropped according to the
frames at each time step (see Fig. 4.11). A channel can be either bright field or any
fluorescence signal set for the experiment.

In addition to the easy access to individual data, this storage step also reduces drastically
the memory space occupied by the raw data as it delete the useless information of the pixels
outside the wells. As an example, a timelapse experiment made with the Hamamatsu cam-
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era with 53 time points and 210 xy positions for the bright field and one fluorescent channel
in 16≠bit occupies 381 Go of memory space. After the crop processing, the same amount of
data is reduced to 32 Go which also significantly increases the speed of the data processing.

Finally, the position and the mask coordinates combined with the data of �y and �x (cf
Fig. 4.7c) enable to build the global coordinates for each well in a virtual reconstruction
of the entire array that will be used to create a matrix equivalent to the array with each
element of the matrix corresponding to a well, see 4.2.2.

Well	1107

0	hr 2.5	hrs 5	hrs 7.5	hrs 10	hrs

-	Bright	Field

-	Fluorescent	signal

Crop

1106 1107

1108 1109

1106 1107

1108 1109

xy255

Id number

Coordinate

Position

-	Position
-	Coordinate

Figure 4.11: Crop and raw data organisation. The mask resulting from the wells
detection is used to build a frame for each well (dotted-red). Each time lapse is cropped
according to this frame and stored in individual folders. The folders are named after
the identification number of the wells (here from 1106 to 1109) and contain the time
lapse for the bright field and the fluorescent channel as well as the well coordinates in
the raw image and the position of the raw image (here xy255).

Well selection. The global coordinates are essential for the second step of well selection.
The wells present in the overlay zone (Fig. 4.7c) can be detected twice such that after the
initial crop, around 2000 wells are detected instead of 1495. The selection step targets the
double counted wells by analysing the global coordinate vector. First, a cluster cell is built
according to the distance between all global coordinates. Data points that are closer than
the minimum distance between two wells are considered as the same well and stored in the
same cluster. Then, within the clusters with multiple detected wells, we select the well
with a detected area closer to the expected area for a well while the other wells are removed
from the analysis. The double counted wells correspond indeed to wells that are cut in
half by the edge of the raw image as shown in figure 4.8a. After this selection step, the
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number of wells kept for further analysis is around 1480. It is very rare to detect exactly
1495 as defaults can result from the microfabrication and irregularities in the illumination
can limit the well detection e�ciency.

4.2.2 Growth curves extraction

Fluorescent level integration The pool of selected wells are analysed to obtain the
growth curves. The total fluorescence intensity measured in each droplet is considered as
a proxy for the total number of bacteria in the droplet. When the bacterial suspension is
loaded on the chip, the position of the cells inside the droplets is not controlled. Therefore,
it is very unlikely to have all the cells, and later on the colonies, in the same focus plan.
The focus is initially programmed through a focus surface settings in the NIS software.
The focus is set on the middle plan of the droplet at the initial time. We also observe
sometimes a modification of the focus throughout the timelapses. Figure 4.12 shows the
fluctuation of the integrated fluorescent signal with the focus varying from the top of the
well to its bottom. We can see that the fluorescent level does not spread more than 2%
from the mean level. Given this observation, a good measure of the fluorescent level is its
integration on the entire well for each time step.
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Figure 4.12: Fluorescence signal of a bacterial colony integrated on the entire trap for
di↵erent z planes, from the bottom to the top of the trap.

Based on the same detection methods as described in 4.2.1, the well boundaries are detected
for each time point on the bright field images containing now a single trap. This detection
process allows the program to follow well boundaries even though they are moving between
two time steps. Once the wells boundaries are detected, two vectors are produced. The
first contains the total fluorescent signal on the entire well , and the second contains the
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mean value of the 30 highest pixels and will be used for digital analysis (cf 3.2.1).

The time is then added to the fluorescent level. As the time to achieve a loop can last up
to 25 min with the Andor camera, a delay is induced between the wells positioned at the
beginning of the loop and the ones at the end. The delay is comparable with the doubling
time of the bacterial strains used in our experiments such that it is important to adjust
the time of the image capture with the well position. The stage is assumed to spend an
equivalent time on each xy position, thus the time is linearly correlated to the well position.
The time is finally concatenated with the fluorescent profile and stored in each individual
well folder.

Data gathering. The main challenge when dealing with large amount of data is to find
a good way of accessing them and presenting them. As our microfluidic chip consists of an
array of droplets, we found that gathering the data in a matrix of size 13 ◊ 115 was rele-
vant. Each well can be referenced by a row and a column of a matrix. A third dimension
is added to the associated matrix for the time.

An example of the global position reconstruction for one chip is presented on figure 4.13
(left). The positions are not perfectly horizontal for two reasons. First, the plasma sealing
of the PDMS channel on the glass slide is performed manually. Second, even though the
glass slide is adjusted on the motorised stage to be horizontal and compensate the error
made during microfabrication, it always remains a small angle. The global positions are
thus numerically modified to render all the well rows horizontal using a basic rotation
matrix. The angle ◊ is determined using the ratio of ≠æu ◊≠æv with ≠æu .≠æv , which corresponds
to the tangent of ◊. The sign of the angle is set by the sign of the determinant of (≠æu , ≠æv , ≠æz ).
Thus, the angle ◊ is calculated after the equation :

◊ = det (≠æu , ≠æv , ≠æz )
|det (≠æu , ≠æv , ≠æz ) | arctan

A≠æu ◊ ≠æv
≠æu .≠æv

B

. (4.20)

When the global positions are horizontal (see Fig. 4.13 (right)), wells with similar Y-
coordinate are gathered in the same row. Once the rows are determined, the X-coordinate
is used to address a column to each well. By comparing the distance between two consec-
utive wells in the same row, we are also able to detect whether a well is missing or not.
In the end, we obtain one (row,column) coordinate for each selected well associated to its
identification number.

Finally, the integrated fluorescent signal is stored in a single matrix structure of size 13◊115
with the well identification number as well as the well global position. Using the value of
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Figure 4.13: Details of the method used to organise the data in a matrix. The detected
wells are never perfectly horizontal which renders complicated the process of addressing
the row for each well. The vectors u and v are used to determine the angle ◊ that form
the chip with a horizontal line (see equation (4.20)). By applying rotation matrix of
an angle ◊ we obtain nice and horizontal droplets array. The rows are thereafter easily
addressed to each well.

the highest pixel of each selected well, a threshold is set to determine positive droplets
from empty ones in a ’binary’ matrix as for the digital analysis 3.2.1.

4.3 Time-resolved Measurements

In this section, we measure two sets of thousand growth curves on two strains : E.coli pGlo
and B.subtilis . The quantitative analysis is performed by measuring the growth parameters
described in section 4.1 on the B.subtilis strain.

4.3.1 Growth Curves presentation

Figure 4.14 shows around 1, 000 fluorescent monoclonal colonies of two bacterial strains.
They are monitored over time by scanning the entire chip every 30 minutes on a motorized
microscope. An example of timelapse snapshots of bacterial culture in both liquid and
agarose droplets is presented in the figure 3.6 of the chapter 3. The total fluorescence in-
tensity is measured in each droplet as a proxy for the total number of bacteria in the drop,
leading to the individual growth curves. Each green curve in figure 4.14 represents the
evolution of the total fluorescence intensity of a single droplet, the thick blue curve shows
the average behaviour at each time step taken as the mean fluorescent intensity over all the
positive droplets, and black curves highlight randomly chosen example curves. Droplets
where no fluorescence is detected are not shown in the figure.
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Figure 4.14: Growth curve superposition for two di↵erent strains. Points are taken ev-
ery 30 min. Five random black curves are highlighted for better reading for each strain.
a) 1220 growth curves of E.Coli pGlo modified with a commercial plasmid expressing
GFP when it is replicated. b) 848 growth curves of B. subtilis with a constitutive
expression of RFP.

Several observations on these growth curves can be made prior to any quantitative analysis.
First, we observe the di↵erent growth phases described by Monod71 namely the lag phase,
the exponential growth phase and the stationary phase. The duration and the intensity
of each phase display a variability amongst the individual growth curves. This means
that even in identical growth conditions bacteria cells of a same strain display di↵erent
physiological responses. This variability is especially important in the case of E.coli which
displays final colony intensities ranging from 1 to 5 (arbitrary units).

By looking at the shape of the growth curves of E.Coli pGlo (Fig. 4.14a), two exponential
phases can be observed with two di↵erent growth rates. This phenomenon may translate a
diauxic e↵ect defined by Monod.71 This e↵ect results from the adaptation of bacteria cells
to di↵erent carbon sources. Baev et al. showed in a series of three papers102–104 that LB
contains indeed a large variety of carbon sources which can be used by E.coli . To switch
between carbon sources bacteria cells adapt their physiological state which often results in
the reduction of their growth rate. We can also notice that no change in the growth rates
is observed for B.subtilis (Fig. 4.14b).

An initial decrease of the fluorescence level can occur for E.coli (Fig. 4.14a). This results
from the use of the green fluorescent protein (GFP) to identify the bacteria growth in
agarose droplets. Indeed, agarose gel beads also emit a fluorescent signal under UV excita-
tion at the same wave length as GFP. The observed decrease corresponds to the bleaching
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Data Set State t
lag

(hrs) · (min) µmax (hrs≠1)
Device Liquid 3.37 ± 0.68 21 ± 2 2.01 ± 0.18
Batch Liquid ≥ 2 30 1.38

Table 4.1: Comparison between the measurements of lag times (t
lag

), doubling times (·)
and specific growth rates (µmax) for B.Subtilis culture on device and batch culture. For
on chip culture, the mean values of each parameter are given with an error corresponding
to the standard deviation of the data set (Fig. 4.14b).

of the agarose gel until it is overpassed by the fluorescent signal of the bacteria cell. This
is not observed in liquid droplet or in strain using the Red Fluorescent Protein (RFP)
such as B.subtilis , which has a di↵erent excitation spectrum. By pre-exposing the agarose
under UV-light, the initial fluorescence level of the agarose is reduced but we cannot erase
it completely. This constitutes a limitation of our measurements as it increases the level
of detection and thus, lowers the accuracy on the lag time measurement. Future design of
new bacteria strains must take this e↵ect into account and favours the expression of other
fluorescent proteins such as RFP and YFP (Yellow).

Growth Parameters Measurements

Even though growth conditions are identical in every droplet, a variability is observed for
each strain in terms of final colony size, growth rate and lag time. As shown on figure 4.15,
the values of each parameter are distributed around a well-defined peak. Moreover, all
distributions are unimodal and no sub-populations can be detected, implying that neither
the initial number of bacterial cells per droplet – ranging from 1 to 7 cells/droplet – nor
the droplet position on chip have significant impact on the measured growth parameters.
Reversely, the well position and its initial number of cells per droplet cannot be measured
through the growth parameters. In parallel, we perform a batch culture using the same
strain and same culture medium. Parameter values measured both in our device and on the
batch colony are gathered in table 4.1. The same order of magnitude between the growth
parameters measured on chip and in batch indicates that the device does not induce any
major changes in the growth behaviour of the bacterial culture (see table 4.1).

The spreading in each distribution highlights the inherent stochasticity in bacterial growth.
The device thus allows to observe the dispersion of growth behaviours and in particular
to detect events falling in the tails of the distribution. For instance, in identical growth
conditions, B.subtilis colonies can display doubling times ranging from 15 to over 25 min
in the same chip. The platform is therefore able to identify specific phenotype, e.g. with
particularly high growth rates.
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Figure 4.15: Histograms of four parameters characterising B.Subtilis growth : a) final
colony size, b) lag time, c) doubling time and d) specific growth rate.

However, similarly to the measurements of Koutsoumanis et al., the measured distributions
integrate both stochastic and biological variabilities. We need to derive a stochastic model
mimicking the growth conditions inside the droplet to predict the spreading expected by a
pure stochastic model such as the simple birth model. Therefore, we could identify whether
the dispersions observed on the chip are likely to come from a biological variability or not.
Strategies to build such model will be investigated in the last section of this chapter.

Comparison between individual growth parameters and population growth pa-
rameters

The experimental observation of individual growth parameters would not be observable in
classical batch measurements. It provides a completely di↵erent range of information as it
informs on the mean value as well as the standard deviation of the growth parameters. In
addition, it allows for the comparison of growth parameters of the mean on-chip population
level (blue curve in Fig. 4.14)with the mean value of the individual growth parameters. We
compare the lag time and the specific growth rate measured on the mean growth profile
to the lag time and specific growth rates distributions in figure 4.16. Both parameters
measured on the mean curve (red dotted line) underestimates the mean of the growth pa-
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Figure 4.16: Growth parameters of B.subtilis from figure 4.14b. Distributions of the
lag times (a) and the specific growth rates (b) with the value of the same parameters
measured either on the mean population growth curve (red dotted line) or on batch
measurement growth curve (green dash-dotted line).

First, the lag time is underestimated because the colonies with a short lag times are defin-
ing the lag of the mean growth curve. When colonies with long lag times start to grow,
the total amount of bacterial cells has already passed over the detection limit and initiated
the population exponential phase. This was analytically predicted by Barany100 in the
specific case where the initial cell population displays identical growth rates µ but identi-
cally distributed independent random lag times ·i. He demonstrated that in this case the
population lag ·pop and the mean lag ·mean = E(·i) converge to the relation :

·pop = ln (1 + µ·mean)
µ

. (4.21)

And for x > 0, ln(x + 1) < x, therefore, the population lag will always be smaller than the
mean of the lag times :

·pop < ·mean. (4.22)

Second, the underestimation of the specific growth rate is also purely due to the mathe-
matical definition of the specific growth rate. Briefly, if each individual growth curve is
defined by a function xi(t), the mean growth curve is defined by X(t) = 1/N

qN
i=1

xi(t)
and thus :

µpop
max = maxd ln X

dt
= max

qN
i=1

ẋi(t)
qN

i=1

xi(t)
. (4.23)
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During the exponential phase, xi(t) > 0 and ẋi > 0 such that
qN

i=1

ẋi(t)/
qN

i=1

xi(t) ÆqN
i=1

ẋi(t)/xi(t) and the operators ’
q
’ and ’max’ are invertible, therefore we will always

have :
µpop

max Æ µmean

max . (4.24)

Therefore, the measurement of growth parameters on the mean growth curve does not
correspond to the mean value of the individual parameters. In addition to the mean pop-
ulation growth parameters, we also indicate the growth parameters values on figure 4.16.
One can see that the batch measurements underestimate not only the mean individual
parameters but also the mean population parameters. This means that the mean growth
curve cannot be assimilated to the batch growth curve which is due to the dissimilarities
between on-chip and batch culture conditions.

4.3.2 Comparison between generic chip and batch cultures

We identified two main dissimilarities between batch and on-chip cultures: the access to
the nutrient and the level of observation. In order to simplify the discussion, we place our-
selves in the case where on-chip droplets contain a single cell. Let us consider a population
of cells from a single strain, e.g. E.coli . The stochastic and biological variabilities induce
di↵erent physiological parameters within the population. For instance, the population can
contain rapid and slow growers, soon and late growers, etc. Through the two axis of access
to nutrient and level of observation, we highlight how this variability of phenotypes induce
di↵erences between on-chip and batch cultures.

Access to nutrient.

In the case of batch culture, the cells are grown all together such that they have access to the
same nutrient reservoir. It ensues a competition between slow and fast growers (capitalistic
mode). Fast growers consume nutrient more rapidly such that they can consume nutrient
that slow growers do not have time to process. They can therefore replicate more than
what they would have in the case of equivalent culture medium volumes distribution to
each cell of the inoculum.

In the case of the generic chip, the droplets monodispersity gives each cell access to the
same amount of nutrient (communist mode). Thus, there is no competition in the access of
the nutrient and the observed growth renders exactly the ability of each individual cell to
convert a fixed quantity of nutrient into cell mass. Therefore, the blue curve on figure 4.14
is not equivalent to the growth curve obtained in a batch culture but to the mean profile
of a bacteria population with each cell grown in identical conditions.
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However, a similarity exists between growth culture in the generic chip and in batch which
is the confinement. In both cases, bacteria cells are confined in a fixed volume of culture
medium which is consumed until the end of the growth. This contrast with the mother cell
machine43 in which the culture medium is continuously renewed. As the specific growth
rate strongly depends on the culture medium concentration,71 a constant specific growth
rate is maintained in the mother cell machine while individual growth rate in the generic
chip are progressively decreasing as described by the logistic behaviour of the bacteria
growth rate as described in the deterministic model.

Level of observation.

In addition to the access to nutrient, the level of observation also impacts the nature of
the information measured on chip compared to batch culture and induce dissimilarities
between the measured growth parameters.

In the case of batch culture, the measurement of the global cell concentration lacks of
insights on the composition of the population. In other words, at a given time t, we do not
know whether the majority of the cells are issued from a small amount of cells or there is
an equipartition of the descendants from all the initial cells.

On the generic chip, all the growth curves are established individually for each cell, which
results in the observation of all the existing phenotypes amongst the population whether
fast or slow growers. Therefore, the growth curves obtained on the generic chip are not
equivalent to the repetition of 1, 000 batch cultures but give access to the individual phe-
notype variability inside a bacterial population of thousand cells grown in identical culture
conditions. Therefore, the culture on chip repeats the experiment of following the growth
of a single cell placed in a given amount of medium.

Moreover, the confinement of droplet format allows for the isolation of all the descendants
of a single cell. This contrasts with the mother machine method that can solely follow
a single descendant lineage.43 The generic chip measurements gives therefore access to
the total number of descendants which can be useful to confront experimental result with
stochastic models as described in the first section.

The comparison between the di↵erent techniques used for the study of bacteria growth
highlights the importance of understanding the culture conditions as well as the way data
are measured. This understanding is very important to correctly define a model that suits
the cultivation method and will be used to propose a design of growth model in the very
last section.
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4.3.3 Correlations between growth parameters

The measurements of the growth parameters can be used to identify potential correlations.
Figure 4.17a displays the cross-plots between the maximum growth rate g

max

and the final
colony size x

max

calculated on the timelapse of B.Subtilis (Fig. 4.14b). A strong correlation
is observed between the final colony size and the maximum growth rate with a correlation
factor of 0.71 and a linear fit is obtained by using the least squares method. No strong
correlations are observed for the other parameters with correlation factors below 0.21, see
figure 4.17b and appendix D for the other growth parameters correlations.
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Figure 4.17: a) Cross-plot between the maximum growth rate g

max

and the final colony
size y

max

which displays the strongest correlation factor of 0.71. The linear fit is obtained
by the least squares method. b) Cross-plot between g

max

= max(ẋ) and the lag time. No
correlation is observed as for the other growth parameters cross-plots, see appendix ??.
Both plot are for the strain B.Subtilis.

We identify two potential applications in the investigation of correlations between the
growth parameters: the validation or invalidation of growth models consistency or the de-
termination of sub-populations within all the observed droplets. We present solely the first
application here, while the second one is presented in appendix D.

The linear correlation found between the maximum growth rate and the final size in fig-
ure 4.17 is characteristic of an exponential growth. The value of the fitted linear coe�cient
is consistent with the Baranyi’s model that approaches the growth limitation with a logistic
function, see 4.1.2. By taking the logistic form for the specific growth rate µ (cf Eq. (4.8))
with m = 1 and for time points t above the lag time, the bacteria growth is driven by the
di↵erential equation :

ẋ(t) = µ
max

A

1 ≠ x(t)
x

max

B

x(t). (4.25)
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At the time t
max

where ẋ(t) is maximum, d ln(ẋ(t))
dt

= 0 such that an expression of g
max

can
be derived as a function of x

max

and µ
max

:

g
max

= µ
max

4 x
max

. (4.26)

This equation means that in the logistic case a linear relationship is expected between the
maximum growth rate and the final cell density with the linear coe�cient µ

max

/4. By
taking a constant value for the specific growth rate namely the mean value of the specific
growth rate distribution of figure 4.15d, µ

max

= 2.02, equation (4.26) remains for the
standard deviations of both g

max

and x
max

:

‡g
max

= µ
max

4 ‡
x

max

. (4.27)

The coe�cient a = 0.35 found in figure 4.17a depends linearly on the correlation factor
between g

max

and x
max

as well as their standard deviations such that :

a = Corr(g
max

, x
max

)‡g
max

‡
x

max

. (4.28)

We can deduce the that ‡
g

max

‡
x

max

= 0.49 which is very close to the value µ
max

4

= 0.50 expected
by Baranyi’s model. As the Baranyi’s model seems to be consistent with our experimental
data, we will now fit our experimental growth curves with a deterministic model.

4.3.4 Fitting with Baranyi’s deterministic model

We fit our experimental growth curves with the deterministic model of Baranyi et al.96

described in section 4.1. Equations (4.9) and (4.14) are used to fit each individual growth
curve of B.subtilis (Fig. 4.14b) using the lag time t

lag

and the specific growth rate µ
max

as the two fitting parameters. The parameters y
0

and y
max

are set by the experimental
data and m is taken equal to 1. The fit is performed only during the growth, which is
between t

lag

and the beginning of the stationary phase. It allows to avoid the noise in the
fluorescent signal often observed during the lag and stationary phases.

Figure 4.18a shows an example of one growth curve with its fitted curves. The curvature
of the transition from the lag to the exponential phase is slightly di↵erent between the ex-
perimental and fitted curve. A decrease of the experimental fluorescent signal is observed
for the stationary phase on figure 4.18a. This is due to the bleaching of the GFP remaining
in the bacteria cell and not to cell death, because if the chip is not exposed to UV, the
colonies can be observed even after few days.
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(a) (b)

(c)

Figure 4.18: a) Example of one growth curve from figure 4.14b with its fitting curve us-
ing equations (4.9) and (4.14). b,c) Fitting parameters distribution for the experimental
and fitted curves for the specific growth rate and the lag time respectively.

The curve fitting results also in two families of growth parameters namely the lag times and
the specific growth rates. The corresponding distributions are compared to the experimen-
tal ones in figure 4.18b,c. We find a good agreement between the fits and the experimental
data for the lag times, but the specific growth rates are underestimated. The underesti-
mation may come from the time resolution. As we measure the fluorescent intensity every
30 min, which is the typical doubling time, the experimental derivatives lack of precision.
For instance, if the time derivatives are calculated using the upwind scheme or the central
di↵erence, we observe a shift of the specific growth rate distribution.

This represents a limit to our current way of observing the bacteria growth. The precision
could be increased by reducing the time between two measurements which cannot be done
with the camera Andor used for this experiment. Indeed, the time to scan the entire chip is
around 25 min, which impose the 30 min gap between two measurement times. The larger
scale of the Hamamatsu camera allows for better resolution time (down to 10 min), but at
the cost of a poorer sensitivity which increases the detection level and thus, the precision
on the lag time.

The deterministic models are interesting as they enable the prediction of the end of the
growth curves when the lag times and specific growth rates distributions are known. Yet,
these models cannot predict the spreading of these distributions which limits the amount
of biological information.
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4.3.5 Towards a stochastic model for on-chip growth curves.

The stochastic model presented in section 4.1 cannot be confronted to our experimental
results as it describes the case of a constant environment for all the descendants of the in-
oculum which is not reproduced in our experiment. A corresponding experimental set-up
would isolate each new born cell in continuously renewed culture medium and would allow
for the observation of all the descendants to build the growth curve. To our knowledge,
such system does not exist.

However, the droplet format allows for the confinement and the observation of all the de-
scendant in the same droplet. This results in the depletion of the nutrient as well as the
emergence of social interactions with the increase of the number of cells. Two strategies
can be considered to integrate to the nutrient depletion and the social interaction.

The first one is the establishment of a fully stochastic model. As for the deterministic
model that integrates the confinement by modelling the increase of the population with a
modification of the growth parameter µ, the logistic function could be used in the simple
birth model for a nonhomogeneous birth process with a non-constant parameters µ(t) such
that the generating function of the number of cells per droplets becomes99 :

P(z, t) =
S

U1 + 1
e≠µ(t)

z≠1

≠
s t

0

µ(·)e≠µ(·)d·

T

V
N

, (4.29)

with N the inoculum size. From this, one could deduce the distribution of the growth
parameters and compare them to what it is found on chip.

The second approach is to consider that at the beginning of the bacteria growth inside the
droplet, the number of cells is su�ciently low not to change significantly the amount of
nutrient as well as to be seen by the neighbour cells. The ’ideal’ conditions required by
the simple birth model are assumed valid during the first cell divisions. When the number
of cells reaches a certain level where the ideal conditions are not observed, we can use
a deterministic model that integrates the nutrient depletion and the social interactions.
The initial conditions for the deterministic model would be the last point evaluated by the
simple birth model. Similarly to the first approach, growth parameters can be calculated
afterwards on the resulting growth curves.

For both approaches, the lag time cannot be modelled such that the comparison between
the model and the experimental data would occur for the specific growth rate and the
final colony size. The lag time induces solely a delay in the start of the growth curve such
that it can be easily removed from the experimental data. Another possibility to avoid the
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problem of the lag phase is to synchronise the bacteria cell in the same metabolic state
such that they will start to grow at the same time.

A last component has to be integrated to suggested models which is the cell distribution
within the generic chip after its loading. As we saw in chapter 3, the distribution of the
cells within the droplets follows a Poisson distribution. This induces a inhomogeneity
in the initial conditions between all the droplets. Therefore, the probability distribution
function derived from the stochastic birth models must integrate the probability of having
N bacteria inside a droplet at t = 0. For instance the mean number of cells found by
Allen99 for the simple birth model would become :

m⁄ = ⁄eµt, (4.30)

with ⁄ a Poisson coe�cient.

A confrontation between the time-resolved measurement and the di↵erent models suggested
above would provide an explanation on which component contributes the most to the vari-
ability observed on chip.
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4.4 Summary and conclusions of chapter 4

In this chapter, another block was added to the microfluidic platform by exploring its abil-
ity to follow bacteria growth through time-resolved measurements. We have exploited the
static storage of the droplets to observe in parallel the independent growth of a thousand
bacterial colonies.
On the technological point of view, nothing has been changed in the chip design nor in its
manipulation. The ability of dynamical measurements is brought by the use of a motorised
microscope as well as the development of a Matlab program. The software extracts and
analyses the large amount of data produced by the experimental images. Even though the
extraction of data was partitioned as much as possible, the time required for analysing
the images becomes large as the resolution of the camera and the number of timelapses
increase. The translation of the Matlab code into C-code would bring better computational
performances for more rapid results. Moreover, the analysed images are produced by the
commercial software NIS provided by Nikon. This software allows the access to the image
solely at the end of the timelapses. An improved protocol would record the images through
a MicroManager macro and perform the data analysis right after each snapshot. Empty
droplets could be avoided and the space occupied by the experimental data on disk could
be reduced.

The bacterial proliferation was measured by fluorescence. The constant emission of fluo-
rescent signal by the bacteria cells strongly depends on the way fluorescent proteins are
produced during the cell division cycle. For instance, GFP is produced in E.coli pGlo by
an additional plasmid. The control of this plasmid replication is supposed to be correlated
to E.coli cell division cycle. Moreover, the GFP in E.coli pGlo is induced by a carbon
source called ’arabinose’ which is the less preferred sugar processed by E.coli .102–104 This
means that the protein composition of the bacteria cell may not be adapted to arabinose
at the very beginning of the colony growth. This could induce a delay in the production
of GFP and results in a shift of the measured lag time.

In the case of B.subtilis , RFP is constitutively produced. This means that the gene coding
for the RFP is integrated to the chromosome of the bacteria cell. Therefore, it is supposed
to be expressed at each cell cycle. Yet, it has been recently shown by Manina et al105

that the fluorescent protein expression varies during the cell division cycle. A variation in
the level of the protein expression can be therefore expected depending on the metabolic
state of the colony. For reliable quantitative measurements using fluorescence, we suggest
to verify that the impact of the fluctuations in the fluorescent proteins expression is not
significant enough to alter the proliferation measurements.

Once the growth curves were established, the growth parameters were measured and used
to quantitatively characterise the growth of each individual colony. The measurements
displayed a distribution for each growth parameter which translates the stochastic and
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biological variabilities of the bacteria growth. However, we could not distinguish whether
the observed variability was due to a pure stochastic e↵ect or if the di↵erence between the
each colony phenotype result partially from an e↵ective biological diversity. Therefore, we
define guidelines to build a stochastic model of the bacteria growth within the generic chip.
The model based on a single specific growth rate parameter would predict a set of growth
curves on which the growth parameters distributions could be measured. A comparison
between the resulting growth parameters dispersions and the on-chip measurements could
help to distinguish the stochasticity from the biological variability. It is known that there
exist a variability within the genotype of a same species but it is not clear that this vari-
ability results in significant variation in the phenotypes, as phenotypic characteristics are
generally maintained within a bacterial species.44

In the opposite case of actual biological variability, we could imagine to combine the dy-
namical measurements with the laser-based extraction technique to select for instance only
the fast growers. The recovered bacteria cells could be further cultured to prove the in-
heritance of their phenotype to the following generation. This protocol could be used to
perform directed evolution and enrich a population with solely e�cient bacteria.

Finally, this ability to perform quantitative measurements on bacteria growth dynamics can
be of deep interest when the colonies are under selective pressure. Indeed, the exposition
of bacteria cells to antibiotic stresses can induce mutation or phenotypic switches.106 The
method as well as the technological features developed in this chapter can be used to
quantify the e↵ect of such selective pressure on the bacteria growth. This will be presented
in the next chapter.
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Chapter 5

E↵ect of time-dependent antibiotic
stress on bacteria growth

Bacteria cells are constantly confronted to various chemicals that either promote or limit
their growth, termed probiotics and antibiotics, respectively. The study of antibiotics is
a major public health challenge as over 300 millions deaths are expected for the next 35
years due to the emergence of resistance to antibiotics with a mortality rate of 10 millions
per year by 2050.107,108 Therefore, new methods and tools are needed to understand the
bacterial response to an antimicrobial stress. The most common way to study antibiotic
e↵ects on bacteria in the clinical world is the antibiogram, which measures minimal in-
hibitory concentration (MIC). It corresponds to antibiotic concentration required to kill all
the bacteria in infected patients.

The classical methods for performing antibiograms observe the bacterial response to a
range of antibiotic concentrations and determine the concentration above which no growth
is observed. With these methods, the antibiotic concentration is fixed during the batch
preparation. Thus, it is neither possible to vary the concentration in time nor to observe
the evolution of the population composition in response to variation of the antibiotic stress.
However, in their natural environment bacteria cells are exposed to constantly varying an-
tibiotic concentrations.109 For instance, after a drug intake, the antibiotic di↵uses inside
the patient body and is eventually progressively eliminated.

A dynamical monitoring of the antibiotic concentration and exposure duration would repli-
cate more accurately the natural environment of bacteria cells. This would answer multiple
questions to optimise treatment pathways. How long should the antibiotic concentration
be maintained to kill all the bacteria? Does an antibiotics stress have a lasting e↵ect on the
bacteria growth once it is removed? How does the intake frequency of an antibiotic stress
a↵ect the drug e�ciency? These questions are correlated to the problems encountered in
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pharmacokinetics which investigates how the human body is responding to eliminate drug
molecules depending on the dose or frequency of intake.

In this chapter, we adapt the generic chip in order to quantify the antibiotic impact on
bacteria growth with a dynamical monitoring of the drug stresses. The objective is to
demonstrate the abilities of the platform to run combinations of experiments relevant for
drug susceptibility testing. The study is also based on the analysis tools developed in the
previous chapters which can provide quantitative information. As we perform a proof of
concept, the study is restricted to the model strain E.coli MG1655 p8356110 and to two
similar aminoglycoside antibiotics namely gentamycin and tobramycin.

After presenting the mode of action of aminoglycosides on bacteria growth, previous works
on drug susceptibility testing are reviewed, which yields the definition of characteristic
parameters essential to investigate the impact of antibiotics on bacteria growth. The sec-
ond section is dedicated to the microfluidic chip modification that combines the generic
platform of chapter 3 with the continuous gradient producer studied in the chapter 2.
The specific use of gelified droplets allows us to replace the surrounding oil phase with an
aqueous phase without removing the droplets from the array and perfuse the antibiotic
concentration gradient. This chip modification enables a dynamical control of antibiotic
stresses on the bacterial colonies and therefore the monitoring of the characteristic param-
eters defined in the first section.

The third section explores the impact of the characteristic parameters on the drug suscep-
tibility of the model strain E.coli . This section exploits the digital analysis by performing
solely end-point measurements whereas the last section investigates the dynamical response
for fixed characteristic parameters.

5.1 Impacts of cell growth rate, antibiotic exposure
time and concentration on bacteria growth

5.1.1 Ribosome-targeting antibiotics mode of action on protein
synthesis

Antibiotics are natural molecules released in the environment by microbial species to limit
the growth of competitors. Tobramycin and gentamycin are aminoglycoside antibiotics
that are ribosome-targeting antibiotics. As all the chemical reactions in living cells are
catalysed and initiated by proteins, the division of bacteria cells depends on the proteins
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synthesis. To link the aminoglycosides mode of action on bacteria growth, one must un-
derstand the principle of protein synthesis described in figure 5.1a. Proteins are assembled
in ribosomes which translate mRNA into polypeptidic chains. The mRNA results from the
DNA transcription and is constituted of a codons chain. Each codon encodes a specific
amino-acid that is assembled to the growing polypeptidic chain in the ribosome. A ribo-
some is a complex made of a small and a large sub-units, 30S and 50S respectively, both
containing rRNA and proteins. Amino-acids are brought to the mRNA-ribsome complex
through a tRNA-EF-GTP complex in the 30S sub-unit by pairing the anti-codon with the
current codon of mRNA in the site A. Finally, the 50s sub-unit ensures the growth of the
polypeptide chain by adding the amino-acid specific to tRNA anti-codon using the energy
brought by GTP.
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Figure 5.1: Scheme of a ribosomal complex synthesizing a protein. a) Regular case
without antibiotic leading to the correct amino-acid addition. b) Case with an antibiotic,
the wrong amino-acid is added.

Antibiotics can operate at di↵erent levels of the protein synthesis by either targeting the
replication, the transcription or the translation. In this PhD, we mainly focus on ribosome-
targeting antibiotics : gentamycin and tobramycin. They both belong to the aminogly-
cosides family. The aminoglycosides bind irreversibly to the site A of the 30S sub-unit111

and favour pairing errors between the codon and anti-codon as shown in figure 5.1b. This
results in the production of truncated proteins or wrong amino-acids sequences which are
not functional. The accumulation of wrong proteins leads to the death of the bacteria cells.
These antibiotics have been chosen as they display concentration-dependent bactericidal
activity against gram-negative bacteria such as E.Coli.
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5.1.2 Classical methods to test antibiotic susceptibility

The most common way to study the e↵ect of antibiotics on bacterial strains in the clinical
world is to perform an antibiogram. The antibiogram provides two types of results: the
list of known antibiotics to which the patient sample is sensitive and the corresponding
minimal inhibitory concentration (MIC). The first result indicates the antibiotic e↵ective
against the infection and the second one the amount of antibiotic needed to treat the in-
fection. In this chapter we focus solely on the MIC determination.

>MIC <MIC >MIC <MIC

Tobramycin Gentamycin

Figure 5.2: Pictures of classical methods used for MIC determination : Batch culture
method using antibiotic dilution in multi-wells plate for two antibiotics.

Most of the methods commonly encountered in microbiology labs to determine the MIC
measurements have been reviewed by Reller et al.,112 we focus here on solely the batch
cultures. The batch culture technique consists in a series of 6 or more dilutions in a multi-
wells plate for each tested antibiotics, see figure 5.2. A pre-culture in the exponential
phase (OD > 0.4)1 or stationary phase (OD > 1.5) is inseminated in the tubes with an
initial OD of 1/200 and incubated under agitation at 37 ¶C. After 16 hrs of incubation,
the MIC is determined by identifying the well where no growth is observed with the lower
concentration (OD < 0.01).

The MIC we measured for bacteria in both stationary and exponential phases are gathered
in table 5.1 as well as the range of concentration measured by Stock et al. for a large scope
of E.coli strains. A lower MIC is measured for bacteria in exponential phase compared
to cells in stationary phase, but they remain in the same order of magnitude as the MIC
found in the literature.

1OD : Optical Density, this corresponds to the measurement of the bacterial solution turbidity. These
values are used to estimate the bacteria cell concentration.
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Antibiotics Stationary Batch MIC (µg/mL) Exponential Batch MIC (µg/mL) Range of MIC found in113 (µg/mL)
Gentamycin 10 6 0.5 ≠ 4
Tobramycin 9 5 0.5 ≠ 8

Table 5.1: Measurements of minimal inhibitory concentration with various techniques
and conditions for MG1655. Column 2 and 3 are batch measurement for cells in the
stationary and exponential phase respectively.

With the classical methods,112 a binary result is obtained as for each antibiotic concentra-
tion a growth or no growth is claimed. For antibiotic concentrations just below the MIC
for which cells are growing, the composition of the sample is not known in term of percent-
age of survivors. Have all cells divided or just a fraction of them? Are the non-growing
cells dormant cells that can grow again if the antibiotic stress is withdrawn or not? To
answer those questions, microbiologists have developed further quantitative measurement
methods called susceptibility tests that measures the bacteria response under or after an
antimicrobial stress. We review below some studies on this subject.

5.1.3 Post Antibiotic E↵ect

The impact of the exposure duration on bacteria growth was first reported by Bigger et
al. in 1944.114 This is of particular interest for infection treatment regimens, during which
antibiotics intakes may vary. The quantification of the post-treatment lasting e↵ect can
improve the therapeutic pathways, e.g. it enables the comparison of one daily dose with
multiple dose regimens to reduce the treatment toxicity while keeping its e�ciency.

Eagle et al.115 initiated the investigations on the so-called post-antibiotic e↵ect (PAE),
which characterises the suppression of bacterial growth after a short exposition (1 to 2 hrs)
to several times the minimal inhibitory concentration (MIC). It is measured as the time
necessary for a batch culture to restart its growth. Bundtzen et al. provided a large amount
of data on the impact of antibiotic concentration and exposure duration on the PAE for
various antibiotics.116 They observed an increase of the PAE with the drug concentration
(Fig. 5.3a) and with the exposure duration (Fig. 5.3b). The same behaviours have been
reported by Isaksson et al. for E.Coli exposed to aminoglycosides.117 The origin of the
PAE is not well understood, it can correspond to the time required for bacteria to synthe-
sise necessary ribosome to restart the growth.

More recent studies also explore the post-antibiotic e↵ect. Kwan et al.118 explored the
impact of the environment in the appearance of antibiotic persistence. They pre-exposed
E.Coli to a large range of antibiotics for a short period of time (30 min) involved either in
transcription, translation or ATP synthesis inhibition. Then, they exposed the survivors to
10 ◊ MIC of ampicillin or ciprofloxacin for 3 hrs. All three pre-treatments yield increased
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Figure 5.3: E↵ect of antibiotic concentration (a) and exposure duration (b) on the PAE
of E.Coli for various antibiotics. Both graphs are extracted from Bundtzen et al.

116

persistent rate (10 to 100 fold). It is one of the early studies on the emergence of persis-
tence not as a stochastic e↵ect but as environmental chemical stress. This is particularly
interesting because they observed a longer lag time for persister and they assume that the
reduced protein synthesis due to the pre-treatment increases the lag time.

Rather than investigating antibiotic resistance, which is the capacity to grow under a con-
stant antibiotic pressure, Fridmanet al.119 studied the tolerance2 evolution of E.Coli to
ampicillin. They repeated 15 cycles of E.Coli treatment with 10 ◊ MIC of ampicillin for
3, 5 and 8 hrs followed by an overnight growth in fresh LB. They found that under antibi-
otic stress, bacteria cells seem to adapt their division cycle time inducing a modification of
their lag times such that after a few generations the population lag times correspond to the
drug exposure duration : 3.4, 5.31 and 10 hrs, in opposition to 1 h lag without pretreatment.

The presented studies give a brief state of the art of the possible impacts of antimicrobial
treatment on future growth. The alteration of protein synthesis impacts the lag time and
the tolerance to other antibiotics with or without genotypic changes, which seem to be
nonetheless inherited by the daughter cells. Note also that all these studies used the lag
time as a quantitative parameter, none of them report any measurement on the growth
rates.

2Bacteria cells are tolerant to an antibiotic when they resist to its antimicrobial e↵ect by modifying
their metabolism. They di↵er from resistant bacteria cells which result from gene mutations. The tolerance
is therefore not transmitted to the following generations.
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5.1.4 Growth-rate dependent Antibiotic E↵ect

The role of the bacteria growth rate in the antimicrobial susceptibility has been initially
studied to understand the development of persister in biofilm commonly encountered in
the hospital. This kind of investigation is particularly complex as it involves many pa-
rameters such as drug structure, strains, nature of the nutrients and metabolic state of
the bacteria cells. It has been reported that slow growers of E.coli display lower suscep-
tibility to antibiotics than fast grower120,121 and that bacteria in stationary phase show a
recalcitrance to antibiotics as the nutrient shortage results in deep changes in the cell mem-
brane structure and growth rate.122 Yet, a clear connection between the antibiotic mode
of action and the bacteria physiological functions was exposed only recently by Greulich
et al. in the case of exponentially growing E.coli exposed to ribosome-targeting antibiotics.

Greulich et al. observed di↵erent trends in growth inhibition curves for bactericidal and
bacteriostatic3 antibiotics as shown on figure 5.4. Bactericidal antibiotics used here are
aminoglycosides which induce translational errors while the bacteriostatic antibiotics stop
the protein synthesis by inhibiting tRNA binding on the ribosome or by preventing peptide
bond formation. The two classes of antibiotics di↵er not only by their mode of action, but
also in the type of interaction with the ribosomes. The bactericides irreversibly bind to
ribosomes whereas bactoristatic bonds are reversible. On the one hand, E.coli shows an
increasing susceptibility with the drug free growth rate in the case of irreversible antibiotics
(Fig. 5.4b). The decrease can be defined as a ’threshold-like’ decrease because the relative
growth rate drops o↵ above a treshold concentration (Fig. 5.4a). On the other hand, for
reversible binding antibiotics, E.coli susceptibility decreases as the nutrient quality is in-
creased (Fig. 5.4d) with a progressive decrease of its growth inhibition curves (Fig. 5.4c).

This example is important as it reports that the growth-dependent impact of antibiotic
treatment does not follow a unique trend and strongly depends on the type ribosome-
antibiotic interaction.

5.1.5 Surviving rate for sub-MIC stress

The study of sub-MIC regimes pictures the composition of a bacterial population and its
eventual evolution such as the enrichment of resistant cells109 under low antibiotic concen-
tration stress. Deris et al.124 investigated the composition of a bacterial population under
antibiotic pressure for a E.coli wild-type and its resistant mutant to chloramphenicol (Cm).

3Bacteriostatic antiobitics inhibit the bacteria growth without killing them whereas bactericidal antibi-
otics kill the bacteria cells.



110 Chapter 5. E↵ect of time-dependent antibiotic stress on bacteria growth

(a) (b)

(c) (d)

Nutrient	quality

Nutrient	quality

Figure 5.4: Extracted from Greulich et al.

123 Growth inhibition curves for Kanamycin
and Tetracyclin for various nutrient quality (a,c) with their corresponding susceptibility
curves (b,d). The susceptibility is measured as the antibiotics concentration to halve
the drug-free growth-rate in exponential phase (⁄
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) and noted IC

50

.

In their study, they exposed the bacteria in their exponential phase to 5 antibiotic concen-
trations (OD = 0.7). They inspected the surviving rate (Fig. 5.5a) and the growth rate
(Fig. 5.5b) evolutions as a function of Cm concentration.

They found that the wild-type and the mutant strain display di↵erent susceptibility curves
(Fig. 5.5a). The wild type has a fairly constant surviving rate and drops o↵ at the MIC,
while the mutant surviving rate decreases slowly until 0 % at the MIC. They demonstrated
that the slow decrease was due to the increase of non-growing bacteria rate with the an-
tibiotic concentration. The Cm-resistance mechanism is based on the E.coli e✏ux pump
which stop the bacteria growth. It results that under sub-MIC stress, two sub-population
coexist, one growing (non-zero growth rate in Fig. 5.5b) and one non-growing populations
(zero growth rate in Fig. 5.5b).
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(a) (b)

Figure 5.5: a) Susceptibility curves for sub-MIC concentration for wild-type and Cm-
resistant strain CAT1. b) Impact of the antibiotic stress on the growth rate of the
resistant strain. Graph extracted from Deris et al.124

This is an example of susceptibility testing to investigate and predict population behaviour
under sub-MIC stress. They performed their quantitative measurements with classical
methods (agar plate and batch) which limits their number of repetitions and the number
of conditions (only 5 concentrations tested).

5.1.6 Variables for antibiotic susceptibility testing

After reviewing the works presented above, we identified the key variables to investigate
in order to improve the susceptibility testing. The binary results of the classical methods
are not su�cient enough to understand the emergence of new antibiotic resistance as it
involves numerous dynamical and quantitative parameters. The chosen variables are listed
in table 5.2. For a given strain, it has been shown that the culture medium as well as the
antibiotics family have an impact on dynamical response of E.coli to drug stress,123 but we
fixed in this chapter the culture medium and the antibiotics to LB and aminoglycosides as
we aim to prove that our platform can be used for susceptibility testing. The remaining
parameters, defined as control parameters, are the antibiotic concentration C, the exposure
duration · and the exposition time t

0

.

Figure 5.6a defines the control parameters with regards to the typical bacteria growth pro-
file. The exposition time t

0

indicates the moment at which the drug stress starts. When
no antibiotic is applied, a bacteria cell will proliferate into a colony that will follow the
typical growth profile (Fig. 5.6b). Di↵erent values of t

0

will therefore result in di↵erent
colony sizes. The exposure duration · corresponds to the time during which the antibiotic
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Strain Medium Antibiotics Control Parameters

E.coli
LB

Gentamycin
C

MG1655 Tobramycin
t0
·

Table 5.2: Variables involved for drug susceptibility testing. In our study, the strain,
medium and antibiotics are fixed.

stress is applied. At the end of the drug stress, the antibiotic is replaced by pure culture
medium such that surviving bacteria cells resume their growth. The technical challenge
about varying · relies on the possibility of removing completely the antibiotic from the
culture batch. Fridman et al119 use washing method, but this method does not ensure the
entire antibiotic removal. It is generally assumed that a small fraction remains in the batch.
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Figure 5.6: Definition of the control parameters to test drug susceptibility.

In addition to the variables controlled for the susceptibility testing, we referenced three
di↵erent types of results which seem to be correlated to the drug susceptibility and derive
from two types of measurements (Table 5.3). In Deris et al.,124 the susceptibility is mea-
sured at the final time as the percentage of surviving cells, which required a single point
measurement after colony growth. The second type of measurement is when the growth
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Measurements Type Output Data
End-Point % Survivors

Time-lapse Lag time
Growth Rate

Table 5.3: Output data function of the measurements type.

Reference Variables Results type
Medium Concentration C · t

0

% Survivors Lag Time Growth Rate

Bundtzen et al.116
1 ≠ 16 ◊ MIC ≥ 2 h X

≥ 4 ◊ MIC 0.25 ≠ 12 h X
Fridman et al.119 10 ◊ MIC 3 ≠ 8 h X
Greulich et al.123 X 6 Concentrations < MIC Œ X
Deris et al.124 5 Concentrations < MIC Œ X X

Table 5.4: Summary of previous work on the antibiotic susceptibility with variables
used and the type of measurements they provided. Œ means that the antibiotics were
not removed from the bacterial culture.

dynamic is followed such that we can have access to the lag time (PAE116) and growth rate
(growth-dependent studies123) for each conditions.

We summarize the studies we reviewed above in table 5.4 indicating the control parameters
they used. Although none of them investigates the impact of t

0

, we integrate this parame-
ter in our study because it has been shown that the ribosomal composition of the bacterial
cells varies with their metabolic state125–127 and the metabolic state is changing throughout
the colony growth. We will show in this chapter that it has e↵ectively an impact on the
drug susceptibility.

The microfluidic platform developed in chapters 3 and 4 can be used to monitor dynamically
the control parameters (C, ·, t

0

) while providing end-point and dynamical measurements
in order to answer the current challenges drug susceptibility testing. The generic platform
requires however few adaptations and changes that are presented in the next section.
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5.2 Microfluidic Chip Adaptation and Optimisation
for Drug Susceptibility testing

5.2.1 Chip modification for gradient production and protocol

Concentration gradient production. Implementing the concentration gradient re-
quires minor chip modifications. The outlet part is replaced by a distribution channel
perpendicular to the main chamber, see Fig. 5.7a. To ensure the production of a concen-
tration gradient the height of the distribution channel is kept much larger than the height
of the main chamber (see 2.4). Figure 5.7b shows a concentration gradient of fluorescein
(A) in pure water (B) with an inlet flow rate of 2 ◊ 3 µL/min in a 15 µm chamber. The
concentration gradient is established perpendicular to the flow such that each row of the
array is exposed to a single concentration.

δ
d

inlet 2
(Cell suspension)

inlet 1
(Oil)

d=120 µm
δ=210 µm

h3 = 150 µm

h2 = 135 µm

inlet 4
(B)

inlet 3
(A)

h1 = 35 µm

Row #
0 5 10 15

C/
C 0

0

0.2

0.4

0.6

0.8

1

Figure 5.7: a) General chip geometry for the production of a continuous concentration
gradient within the chip. Inlets 1 and 2 are used for breaking the droplets on the
anchors. The modification relies on the addition of inlets 3 and 4, which are used to
produce the antibiotic concentration gradient.53 We used di↵erent heights for the main
chamber : both 35 µm or 15 µm height can be used for the chamber. b) Large scan of
a concentration gradient produced on chip with pure water and a solution of fluorescein.
The fluorescein concentration increases gradually from top to bottom rows of the array.
c) Calibration curve for the 15 µm chamber chip presented in b) with an inlet flow
rate of 3 µL/min. The error bars are calculated from the standard deviation of each
concentration along each row.

Figure 5.8a displays the concentration gradient profiles of a 15 µm and 35 µm gradient
chips obtained with a 1 µL/min for all chip entrances. The 35 µm chamber leads system-
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atically to a saturation towards high concentration (rows 11, 12, 13, Fig. 5.8a) whereas the
15 µm chamber yields a nicer contrast. As we aim to test as many di↵erent concentrations
as possible, 15 µm chambers will be preferred as well as inlet flow rates of 3 µL/min. The
corresponding calibration curve is shown in figure 5.7c with concentration ranging from
3.7% to 98.7% of the initial solute concentration C

0

. This curve is valid only for solutes
that have similar molecular size to fluorescein such that their di↵usion coe�cient can be
assumed identical 4.
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C 0
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col	91
col	101
col	111

Figure 5.8: a) Comparison between calibration curves of a 35 µm chip with a 15 µm

for inlet 3 and inlet 4 flow rates of 1 µL/min. b) Comparison of the concentration
gradient profile for di↵erent column along the droplet array for a 15 µm chip with
1 µL/min flow rates.

The use of a very thin chamber results in high fluid velocities inside the chip (≥ 0.1 mm/s)
which ensures the gradient stability along the rows. For inlet flow rates of 3 µL/min,
the Péclet number is over 400 such that the solute does not transversally di↵use more
than 27% of the distance between 2 anchors during its flow through the entire chamber.
We compare on figure 5.8b the concentration profiles measured along the chamber cross-
section for di↵erent column positions. The curves superposition demonstrates the gradient
stability.

Protocol. The exposure of bacteria cells to a solute concentration gradient begins with
the standard protocol of section 3.1.1 and proceeds to the cell suspension encapsulation
in gelified droplets. Then, a concentration gradient can be applied at any time of the
bacteria growth for any period of time by performing a phase change. The phase change
consists in four steps. First, the surrounding oil is cleaned with pure FC40 to remove the

4We should warn the reader that in some of the experiments in this section 35 µm chambers are used
because at the beginning of the experimental work we wanted to keep the same device as for chapter 3 until
we realise of that breaking the droplet with a 15 µm worked perfectly fine and yields better concentration
gradient profiles. The calibration curve is adapted function of the height of the used chamber
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surfactant used for droplets breaking. Then, a co-flow of two solution A and B is flowed at
2 ◊ 3 µL/min through inlets 3 and 4, which slowly replaces the oil phase by a continuous
concentration gradient orthogonally to the flow direction. When the desired exposure time
is reached, the device is washed with pure LB to allow further growth. Finally, the aqueous
phase is replaced by a new oil phase, thereby re-encapsulating the hydrogel droplets and
preventing communication between them and then the device is placed in the incubator at
37 ¶C.

Motorised Stage Microscope

Syringe	Pumps

Heating	System

Stage

Incubator

3D	printed	Petri-dish	holder

Anti-bubble	systemInlet	tubings

Petri-dish	filled	with	water	
and	sealed	with	Parafilm	

to	prevent	from	evaporation

Microfluidic	Chip

Anti-bubble system
3	cm

250	μm750	μm

Join

Figure 5.9: a) Experimental set-up for time lapse experiment with a continuous gra-
dient. b) Anti-bubble system branched to the outlet tubes. It prevents from bubble
nucleation inside the main chamber. 3 cm of 250 µm inner diameter tubes are inserted
to the 750 µm tubes normally used. Tubes are connected thanks to larger tubes, join
on the scheme.

Figure 5.9a shows the experimental set-up for timelapse experiment with a continuous gra-
dient application. As PDMS presents a high permeability to water, all the droplets dry
out after few hours in the incubator, as described in chapter 4. The microfluidic chip is
therefore placed in a Petri-dish filled with PBS and sealed with Parafilm to prevent evapo-
ration. The Petri-dish is maintained on the motorised stage through a 3D-printed holder.
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Small holes are drilled into the Petri-dish ceiling to allow for the tubing connection to the
chip. The inlets are connected to syringe pumps whereas the outlets are connected to an
anti-bubble system to prevent air bubbles from nucleating in the microfluidic chamber,
which would disturb the gradient profile.

The principle of the anti-bubble system relies on increasing the pressure inside the chamber
while maintaining the same flow rate. The overpressure is induced by increasing the hy-
drodynamic resistance of the outlet tubing by branching 3 cm of 250 µm diameter tubing
to the regular 750 µm diameter tubing (Fig. 5.9b). The entire system is surrounded by a
incubation box connected to an heating system that maintain the environmental temper-
ature at 37 ¶C.

The phase change described earlier can be performed in both platforms : the generic
platform and its concentration gradient producer adaptation. In the case of the generic
platform, a phase change is generally used to bring or remove a given solute such as growth
medium or antibiotic.

5.2.2 Experimental Settings for Phase Change

Time for phase change. To estimate the required time to infuse a new solute concen-
tration all over the chip, we fill a 35 µm chip with fluorescein and measure the fluorescent
level of the furthest wells from the inlet in two spots (wells 1 and 2 on Fig. 5.10a). For
both flow rates, 5 µL/min and 20 µL/min, well 2 requires more time to reach its steady
state concentration. As the PDMS chamber bends under the flow pressure, the height of
the chamber is larger in its centre compared to the side parts which results in higher flow
rates in the centre and therefore, a swifter di↵usion inside the gelified beads. The mini-
mum time required for a phase change is thereby defined by the time for well 2 to reach
its desired concentration. For 20 µL/min, after 1.5 min we can consider that all the wells
have reached the final concentration, while for 5 µL/min, 2 min are required. The time
to fill up the microfluidic chips with a new solute is therefore fast compared to the typical
time scale of the biological systems (> 10 min).

Contamination during the phase change. In chapter 3, we proved that our experi-
mental process does not imply external contamination as no growth is observed if a chip is
loaded solely with culture medium and without bacteria. However, during experiments in-
volving phase change, a cross contamination between the wells is observed. During a phase
change, culture medium is flown through the chip which sometimes tears bacteria cells out
of their droplet. Extracted bacteria can fix to other droplet such that negative droplets are
likely to become positive after the phase change. As an example, we load a generic chip
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Well	1

Flow	direction

Outlet

Well	2

Time	(s)

Well	1

Well	2

Figure 5.10: a) Both well 1 and well 2 concentrations are observed to determine the
time necessary to di↵use a new solute in every droplet. b) Fluorescent signal profile
of the observed wells for inlet flow rates of 5 µL/min and 20 µL/min with time lapse
images taken every 2 s.

with E.coli cell suspension in LB medium and agarose, and incubate it overnight. The
result of the scan is shown on figure 5.11a where 206 wells are counted positive using the
digital approach described in section 3.2.1. Then, we perform a phase change to bring new
medium to the gelified droplet and incubate overnight the chip a second time. The sec-
ond scan reveals 567 positive droplets on the fluorescent image (Fig. 5.11b), which means
that 361 have been contaminated during the phase change. Moreover, we can see that the
newly positive droplets are downward in the flow direction which supports the fact that
the cross-contamination is induced by the flow of the phase change.

206	positive	wells

567	positive	wells

Phase	change	flow	direction

(a)

(b)

Figure 5.11: Positive wells detected before (a) and after (b) a phase change. The flow
direction is from left to right to perform the 5 min phase change under 20 µL/min flow
rate.

Post-treatment limiting quantification errors with cross-contamination No
particular technological solution is found to avoid cross-contamination, but it is possi-
ble to overcome this during the post-treatment analysis. Figure 5.12 displays an example
of a positive and contaminated droplets. We can see in figure 5.12a that a positive droplet
is characterised by a round shaped colony that results in a well defined peaked fluorescent
signal, here with a maximum intensity of I

max

= 43, 787 (16bit). In the contaminated case
(Fig. 5.12b), the cells colonise the droplet surface and produce a more diluted fluorescent
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signal with no distinguishable peak and a maximum intensity I
max

= 7126 (16bit). For the
empty droplets, we measure an average intensity around 250. Therefore, we have an order
of magnitude between each of the three droplet sub-populations : empty, contaminated
and positive droplets, which allows for the discrimination of each group. Contrary to the
digital analysis, where solely two sub-populations were sought, we use here a camera with
a higher sensitivity and resolution (1.6 µm /px for Andor Camera) than the scanner used
in section 3.2.1.

Imax	=	43787 Imax	=	7126

Contaminated	DropletPositive	Droplet

(a) (b)

Figure 5.12: Example of a positive (a) and contaminated(b) droplet with their intensity
surface plot.

In practice, the distribution profiles of the average intensity on the 50 brightest pixels
are plotted in linear and logarithm scale (Fig. 5.13). Both graphs are used to set the
two thresholds that separate the three sub-populations. The first and highest peak with
its low mean intensity corresponds to the empty droplets and is easily identified on fig-
ure 5.13a. On the same graph, we can identify a global minimum that corresponds to the
second threshold, but due to the large spreading of the measured intensities the minimum
is not always giving satisfactory results. In this case, we resort to the logarithm scale plot
(Fig. 5.13b) to evaluate a more accurate threshold.

5.3 End-point measurements after time-dependent an-
tibiotic stress

In this section, we demonstrate the abilities of the platform to explore the three control
parameters space (C, ·, t

0

) for antibiotic susceptibility testing using only the end-point
measurement type (cf table 5.3). As we aim to prove the technological features of the
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Figure 5.13: Histograms profile of the maximum intensity pixels integrated for each
well in linear (a) and logarithm (b) scale.

platform, the space (C, ·, t
0

) is first reduced to the plan (C, t
0

) by determining the optimal
exposure duration to observe the full antibiotic e↵ect. Then, we present how MIC can be
directly measured on chip at a fixed t

0

. Finally, a complete drug susceptibility screening
is performed by varying both parameters C and t

0

.

5.3.1 Exposure time optimisation for drug susceptibility test-
ing.

To reduce the control parameters space (C, ·, t
0

) to the plan (C, t
0

), we investigate the
impact of the exposure time · on the susceptibility of E.coli MG1655 to tobramycin using
the generic chip. The antibiotic concentration is fixed to the MIC value found in batch
culture (C = 9 µg/mL) and the metabolic state t

0

is set to 0. To test six exposition du-
rations · = [0, 1, 2, 3, 4, 5], six generic chips 5 are loaded with an overnight batch culture
diluted in fresh medium at the initial OD of 1/200. Five of them are loaded with the
antibiotic tobramycin and the remaining chip without tobramycin (· = 0 hr). Figure 5.14a
summarises the experiment. The red zone length corresponds to the antibiotic exposure
duration, while green zones stand for the chip incubation with pure LB medium. The
switch from red to green zones is performed by a phase change, during which a chip is
rinsed with pure LB and incubated to allow for the growth of the surviving cells. All 6
chips are scanned the day after for digital analysis and the number of positive droplets is
determined and plotted on figure 5.14b.

We observe that the number of survivors decreases rapidly with the exposure time. For

5NB: the generic chip is used here and not the gradient chip because we performed these experiments
before deciding to stick with the gradient chip for the rest of our work.
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(a)

(b)

E.Coli	grown	overnight	
in	LB	medium	at	37°C

Simutaneous	loading	of	6	chips
incubated	a	37°C

Scan

:	Exposition	to	tobramycin	at	9	µg/mL
:	Exposition	to	pure	LB	medium

91	%

54	%

23	%

2	%

0	%

0	%

Figure 5.14: a) Scheme of the experiment exposing MG1665 strain to tobramycin at
9 µg/mL for di↵erent durations · = [0, 1, 2, 3, 4, 5] hrs. b) The six chips are scanned
the day after to reveal the amount of surviving wells.

antibiotic exposure above 3 hrs, less than 2 % of the droplets remain positive. Therefore,
at the MIC, an exposure of 3 hrs is enough to completely observe the antibiotic e↵ect
and eradicate all the bacteria cells. In the following sections, we will set · between 3 and
4 hrs to reduce the number of variables and demonstrate the platform ability to explore
the impact of the parameters (C, t

0

) on the drug susceptibility.

This result proves that the antibiotic e↵ect is time dependent, such that a value of MIC
should be given as a function of · . Here, the value of MIC is taken as the MIC measured
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in batch in which the antibiotic is not removed. Therefore, we measured the time required
to kill all the bacteria cell for this particular concentration. This time is very likely to
decrease with antibiotic concentrations above the MIC.

5.3.2 On-chip antibiogram

In this section, we perform on-chip antibiograms by measuring MICs at fixed t
0

= 0
and · = 4 h. For the proof of concept, a gradient microfluidic device is loaded with an
E.coli suspension and droplets are gelified within the anchors. Afterwards, a co-flow of LB
culture medium and of LB with the drug gentamycin (c = 25 µg/mL) is imposed, replacing
the oil phase. A gradient of gentamycin establishes across the width of the microfluidic
chamber, with drug concentrations ranging between zero and 21 µg/mL for the 35 µm
chip. The gradient is applied here at room temperature, before any growth can occur such
that t

0

= 0. After · = 4 hours of gradient exposition, the chamber is washed with pure
LB culture medium. The device is incubated at 37 ¶C for one day, after which it is imaged
on a slide scanner, see Fig. 5.15a.

The concentration profile of gentamycin is plotted in figure 5.15b as a function of the well
position in the chamber. The lower part of the chip corresponds to the high antibiotic
concentration region while the upper part is the low concentration region. Cells on a given
row on the chip are exposed to the same drug concentration. Our two-dimensional array
of anchors consists of 13 rows and 115 columns, so that 13 di↵erent drug conditions can be
probed on the chip, and each condition is repeated 115 times. The percentage of surviving
cells, determined by fluorescence digital analysis, is shown in the same graph for each drug
concentration. The number of survivors starts to decrease for concentration greater than
9 µg/mL, and no cells survive for concentrations larger than 17 µg/mL, which defines the
MIC for this particular E.coli strain (pGlo) and control parameters (t

0

= 0 and · = 4 hrs).

The on-chip measurements method can be used routinely with other bacterial strain and
other antibiotics. We test another E.coli strain (MG1655) and two antibiotics gentamycin
and tobramycin as for the bacth measurements, see section 5.1.2. Figure 5.16 display the
susceptibility curves for both antibiotics at fixed t

0

and · . We find an identical MIC value
of 7.9 µg/mL for both gentamycin and tobramycin. They are similar to the values we
obtained earlier in batch culture, see table 5.1.

Contrary to the batch measurement that provides a binary result : growth or no growth,
the use of our platform gives larger range of information as we obtain the percentage of
surviving colonies as a function of the drug concentration. It allows us to identify di↵erent
patterns of susceptibility function of the antibiotic used. On figure 5.16, we can see that
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Figure 5.15: On-chip antibiogram method: (a) Zoom on the microfluidic chip. Fluores-
cence signal after 4 hrs exposure of an E.coli pGlo culture to a concentration gradient
of gentamycin at 3 µL/min, and one day of culture in LB medium without antibiotic at
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¶
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Figure 5.16: On-chip antibiograms for MG1655 strain with two antibiotics: (a) Gen-
tamycin, t

0

= 0, · = 4 hrs. MIC = 5.9 µg/mL. (b) (a) Tobramycin, t

0

= 0, · = 3.5 hrs.
MIC = 7.9 µg/mL.
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the response of the E.coli strain MG1655 to gentamycin is di↵erent from its response to
tobramycin. For gentamycin, the amount of survivors drops to 10 % at a concentration
of 5.9 µg/mL and observes a slow decrease towards the MIC, while for tobramycin the
drop-o↵ occurs at the MIC.

5.3.3 Impact of Colony Growth Phase on Drug Susceptibility

In this last end-point measurements section, both parameters C and t
0

are monitored with
a fixed · = 3.5 hrs and the susceptibility curves with tobramycin are sought for di↵erent
colony growth states t

0

.

As shown in figure 5.17a, four 35 µm gradient chips are loaded with an overnight batch
culture of E.coli MG1655. The antibiotic gradient with concentration ranging from 0.4
to 7 µg/mL, is applied at various instants t

0

= [0, 2, 4, 6] which correspond to di↵erent
points of the mean growth profile (red strips on figure 5.17b). Each instant is assumed to
correspond, on average, to a di↵erent colony growth state : stationary state (t

0

= 0 hr), be-
ginning of the exponential phase (t

0

= 2 hrs), middle of the exponential phase (t
0

= 4 hrs)
and end of the exponential phase (t

0

= 6 hrs). Before and after the gradient exposure at
room temperature, the chips are incubated with pure LB medium at 37 ¶C.

After an overnight incubation, the four chips are scanned as shown in figure 5.18. The
lower part of each chip corresponds to the low concentration while the top part to the
high concentration. As expected, in both cases t

0

= 0 h and t
0

= 2 h, positive droplets
are found for low concentrations, and above a threshold concentration no more growth is
observed.

For the cases t
0

= 4 h and t
0

= 6 h, the distinction between the positive and negative
droplet is more complex as we also observe remaining colonies in droplets from the high
concentration region (C > 5 µg/mL). For better visualisation, two examples of each chip
are shown in figure 5.19. Colonies exposed to high antibiotic concentration (Fig. 5.19a,b,e,f)
are much smaller than the ones from the low antibiotic concentration (Fig. 5.19a,b,e,f).
Moreover, at the same high concentration stress, the colonies of the case t

0

= 4 h are
smaller than the colonies of the case t

0

= 6 h.

The presence of these unexpected colonies in high concentrations region are due to the
design of the experiment. Before the antibiotic exposure, bacteria cells are allowed to grow
in the gelified droplets. At 4 h and 6 h, they have already formed round shaped colonies
contrary to the cases t

0

= [0, 2] where only a few cells are present in the droplets at the
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Figure 5.17: a) Scheme of the experiment exposing E.coli MG1655 to a tobramycin
gradient at di↵erent colony growth state t

0

= [0, 2, 4, 6]. Antibiotic concentrations are
ranging from 0.4 to 7 µg/mL. b) Mean growth profile of MG1655 strain in pure LB
medium. A vertical red strip indicates the instant when the gradient is applied for the
four chips.

Figure 5.18: Scan results of the experiment shown in figure 5.17.
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moment of the antibiotic exposure. The initial inoculum size is therefore larger in chip
3/4 than in the chip 1/2. For large inoculum size, the exposure time set in section 5.3.1
could be too short to kill all the bacteria present in the droplet at the drug exposition and
therefore some of them would remain in the high concentration region droplets.

Moreover, it has been shown that the inoculum size also a↵ects the tolerance of E.coli to
antibiotic. Bacteria cells have indeed a form of social behaviour through chemical commu-
nication called Quorum Sensing (QS) that allows for the production of bio-surfactant at
their surface which limits the penetration of antibiotic in their cytoplasm and thus alters
the antibiotic e�ciency.128 This could be coupled with the structure of the round shaped
colonies. We do not know exactly their structure but it is likely that they have a biofilm
structure. A biofilm results from the production by the bacteria cells of an extra-cellular
matrix made of polysaccharides. This matrix changes the di↵usion of nutrient and oxy-
gen inside the colony which can reduce the metabolic activity of the lower bacterial layer
and induce the emergence of supplementary persistance.129,130 In such case, the remaining
bacteria would be the persisters.

However, after the antimicrobial stress, the chips are rinsed with pure LB medium and
incubated, which allow for the growth of the surviving bacteria in a new colony. Thus, a
regular surviving bacteria cell would divide into a regular colony size. The typical growth
of a regular colony – without antibiotics – is also shown on figure 5.19i,j,k,l for the instants
corresponding to the start of the antibiotic stress (4 and 6 h) as well as the final colonies
size. We can see that surviving colonies in the high concentration region (Fig. 5.19a,b,e,f)
display a smaller size than the size of a regular colony even after the regrowth. This in-
dicates that exposition to high concentration modifies the cell e�ciency to grow in given
culture conditions and that the antibiotic have a lasting e↵ect on the following generations.
Finally, these colonies do not correspond to non-growing bacteria cells because tobramycin
induces the lysis (explosion) of the cells which dilutes their content in the environment
such that dead cells cannot be observed.

To explore this observation at the chip level, we measure the mean fluorescent intensity
for each row of the droplets array against the antibiotic concentration on figure 5.20. We
observe e↵ectively a decrease of the fluorescent signal globally (red curve). This decrease
could be due to the increase of the negative droplet in the calculation of the mean intensity
values, but even for solely positive droplets (dark curve), the decrease is observed. This
means that the higher the antibiotic concentration during the stress, the less intensity is
produced during the re-growth. In chapter 4, we saw that the final fluorescent intensity of
the bacterial colony was strongly correlated to its growth rate. This suggests that there
are concentration dependent e↵ects of the antibiotic stress on dynamical parameters, which
will be further studied in the next section (5.4). The intensities of the surviving colonies in
high concentrations region are therefore comparable with the background intensity mea-
sured in the empty droplets. Therefore, the digital analysis for the chips 3 and 4 measure
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Figure 5.19: End-point snapshots of chip 3 and 4 ((· = 3.5 h,t
0

= 4 h) and (· =

3.5 h,t
0

= 6 h) respectively). In each case, two colonies from the high concentration
of antibiotic region and two others from the low concentration of antibiotic region. a)
C = 7.04 µg/mL; b) C = 6.93 µg/mL; c) C = 0.95 µg/mL; d) C = 0.44 µg/mL; e)
C = 7.04 µg/mL; f)C = 6.93 µg/mL; g) C = 0.95 µg/mL; h) C = 0.44 µg/mL. i,j,k,l
: regular timelapse snapshots, which shows the typical colony size at 2, 4, 6, 15 h, with
areas of Scale bars : 50 µm .

the amount of droplets in which the colony level has reached a su�ciently large size deter-
mined by the threshold.

Chip	3,	t0	=	4h Chip	4,	t0	=	6h
(a) (b)

Figure 5.20: Mean fluorescent intensity along each row of the droplet array as a function
of the tobramycin concentration. The red curve corresponds to the mean intensity over
all the well contained in a row while the black curve is the mean fluorescent intensity
of solely the positive droplets. The error bars correspond to the standard deviations.

The number of positive droplets for each row of each chip is finally drawn on figure 5.21a.
The susceptibility curves display as expected, a decrease as a function of the antibiotic
concentration and the curve t

0

= 0 h is consistent with our previous result of a MIC
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around 7 µg/mL. We can also observe the di↵erence of response for each chip to the same
antibiotic gradient. Even though, chips corresponding to t

0

= 2, 4 and 6 hrs have an
identical MIC of 6.5 µg/mL, they display di↵erent susceptibility profiles. The tobramycin
concentration above which the number of survivors starts to decrease and the intensity of
the decrease (curve slope) di↵er from a chip to another.

To evaluate the susceptibility of MG1655 to tobramycin, we define the tenth-inhibition
concentration IC

10

. This is the tobramycin concentration for which 10 % of the droplets
are positives. The measured IC

10

values are plotted against the colony growth state t
0

on figure 5.21b. The susceptibility decreases as we move from the stationary state to the
exponential phase (t

0

from 0 to 4 h) and increases as we reach the end of the exponential
phase with a lower level than stationary and beginning of exponential phases.

IC10	threshold

Mean	Growth	Profile

IC
10
	

t0	=	6	hrs
t0	=	4	hrs
t0	=	2	hrs
t0	=	0	hr

Figure 5.21: a) Positive droplets as a function of the tobramycin concentration for
each chip. b) Measured IC

10

for each colony growth state. The dashed curve is the
instantaneous growth rate.

The physiological changes can be characterised by the instantaneous growth rate which in-
creases from the lag phase to the exponential phase where it reaches its maximum and then
decreases until the stationary phase. We could be tempted to compare our results to the
results presented by Greulich et al.123 who investigated the correlation between the growth
rate and the ribosome-targeting antibiotic susceptibility. Yet, the two experiments di↵er in
many points. First, they modulate the colony growth rate with nutrient quality while here
the growth rate varies with the metabolic state of the bacteria cells. Second, Greulich et
al. measure the susceptibility by comparing growth rates under antibiotic stress and the
drug-free growth rate for exponential growing bacteria cells, while here we measure the
percentage of survivors. Both measurements cannot be compared. Finally, in their case
the antibiotic is maintained during the whole experiment while in our case we expose the
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bacteria only temporary.

In this section, we have provided an example of mapping for the plan (C, t
0

) for · = 3.5 h.
We have also highlighted that the digital analysis does not render all the information acces-
sible by a finer analysis of the fluorescent intensity level which suggested a concentration-
dependent e↵ect of the antibiotics on the bacteria growth dynamic. Although the digital
analysis is very practical as it allows for a rapid measurement, it can be completed with a
dynamical measurements of the bacteria response to the antibiotic stress.

5.4 Dynamical Bacteria Response to Antibiotic Stresses

In this section we combine all the features developed throughout this PhD : the bacteria
cell culture platform, the concentration gradient generator and the dynamical measure-
ment. The quantification of the dynamical response of E.coli MG1655 after its exposition
to gentamycin enables us to explore another type of results for susceptibility testing : the
measurements of the lag time and the colony growth rate after antibiotic exposure (cf ta-
ble 5.3). In this section t

0

= 0 h and · = 3 h.

As a proof of concept, the initial batch culture is encapsulated in agarose beads on a gradi-
ent chip. Right after the gelification, droplets are exposed to a gentamycin concentration
with on-chip concentrations ranging from 0.5 to 7.9 µg/mL, see figure 5.22a. The chip is
rinsed afterwards with pure LB medium and incubated on the motorised stage microscope
(Fig. 5.9). Growth is followed by timelapse scans as described in section 4.2 in order to
measure the growth curve for each positive wells.

As observed in the previous section, the number of positive droplets goes below 10 % for
concentrations above 5.9 µg/mL such that no su�cient number of growth curve can be
measured for the high concentrations. Where colony growth curves are measured, the
growth parameters defined in chapter 4 can be calculated and plotted as a function of the
applied gentamycin concentration.

Figures 5.22b,c show the variation of the mean lag time and specific growth rate as a
function of the antibiotic concentration. For concentrations below 3.2 µg/mL, no partic-
ular trend is observed for both parameters whereas expositions to concentrations above
3.2 µg/mL result in increasing lag and decreasing specific growth rate. The observed time
to restart bacterial growth ranges from direct growth for low concentration to 4 hrs for the
slower droplet in high concentration regions. The slope of the specific growth rate decrease
is ≠0.16 hrs≠1 per µg/mL, which corresponds to an increase of the doubling time of 7 min
per µg/mL. The errors are important on this experiment. This needs to be repeated to
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:	Exposition	to	gentamycin	gradient
:	Exposition	to	pure	LB	medium

Timelapse

-1

y	=	-	0.16	x	+	1.62

Figure 5.22: a) Scheme of the experiment exposing MG1665 strain to gentamycin
gradient in a 35 µm chamber with LB medium and 10 µg/mL solutions at 2◊3 µL/min

for · = 3 hrs. b) and c) show respectively the mean lag time and mean specific growth
rate as a function of the gentamycin concentration. The error bars are the standard
deviation along each row of the array. The arrows indicate the gentamycin concentration
of 3.2 µg/mL above which the lag time increases and the specific growth rate decreases.

validate the biological consistency of these results.

As for the growth curve in section 4.3, a cross-plot can be plotted for any combination
of growth parameters. Figure 5.23a is an example of the biggest correlation found ear-
lier between the maximum growth rate and the final fluorescent intensity of each well. A
linear fitting for each concentration has been performed and no particular variation is ob-
served for the slope of the linear fitting. Yet, the coe�cient of variation for both the final
colony size and the maximum growth rate increases with the gentamycin concentration.
Figure 5.23b shows the di↵erent coe�cient of variations (CV

X

= ‡
X

/E
X

) for the lag time,
the final colony size and the maximum growth rate. A slight decrease of 20 % is observed
for the lag time between the low and high concentration whereas the remaining parameters
increase their CV of more than 50 %. This means that the variability inside a population
is likely to be increased after an exposition to antibiotics.

These observations bring two relevant information. First, the antibiotic stress has an im-
pact not only on the percentage of survivors but also on their dynamical growth properties.
Second, the antimicrobial exposure at room temperature has a lasting e↵ect on the daugh-
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(a) (b)

0
Figure 5.23: (a) Cross-plot of the maximum growth rate and the final fluorescent
intensity of each well with their linear fit for each concentration. The insert displays
the coe�cient of the linear fits as a function of the gentamycin concentration. (b)
Reduced coe�cient of variation for the lag time, the maximum growth rate and the
final colony size.

ter cells born after the drug exposure, because the impact on the growth parameters is
measured on the descendants of the exposed cells.

These results are amongst the first quantitative reports of the sub-lethal exposure e↵ect on
the dynamical growth parameters at the colony level. Moreover, our platform provides a
double information on the growth parameters : the mean population value as in49,123 and
also the dispersion of the population around its mean value.
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5.5 Summary and discussion of chapter 5

In this last chapter, the culture platform developed in chapter 3 is combined with the
gradient producer studied in chapter 2 to grow on a single chip bacteria cells under 13
di↵erent concentrations. This allows us to enrich the platform with the feature of testing
bacteria susceptibility to antibiotics. Our platform is capable of rapidly switching from a
concentration gradient of antibiotics to pure culture medium at any time and for any du-
ration. This makes it very versatile and convenient to monitor dynamically antimicrobial
stresses in term of instant of application, level of concentration and exposure duration.

Coupled with the digital analysis we showed that the technology can explore the space of
the control variables (C, ·, t

0

) . Using an end-point measurement we first optimise the time
required for tobramycin to eradicate all the bacteria cells at its batch MIC. The use of the
gradient chip instead of the generic chip for this experiment can perform the exploration
of the (C, ·) plan at fixed t

0

on a single chip. After fixing the value of · , we presented
how the MIC can be determined on chip as well as the exploration of the (C, t

0

) plan. We
found that the drug susceptibility depends on t

0

which displays its maximum during the
exponential growth phase. Yet, this result is obtained after one experiment and for a single
value of · . To enhance the biological consistency of such results, this experiment must be
repeated at least three times – as it is commonly performed in biology – and various values
of · should be also tested.The number of experiments left to perform the entire study can
be estimated.

For now, only two variables of the (C, ·, t
0

) space are explored with experiments using
9 chips which led to the test 9 pairs (·, t

0

) for a given strain and a given antibiotic. A
measurement of the surviving rates for the entire space constituted of 13 concentrations, 6
values of · and 4 values of t

0

, i.e. 312 surviving rates, would solely require the loading of 15
supplementary chips for a total of 24 chips (6 ◊ 4 as the number of (·, t

0

) doublets). With
the current state of technological development and number of syringe pumps to control the
gradient, experiment involving 6 chips can be performed in one day. This means that in 4
days we can provide 312 surviving rates. With an automated loading system integrating the
phase changes and gradient exposure, the time could be reduced to one day and thus three
days in total with the two repetitions. The same amount of data using classical techniques
as in Deris et al.124 would require a very long and tedious man work to inseminate close
to a thousand Petri Dishes (3 ◊ 312).

During the end-point measurements, a large range of colony sizes is observed which de-
pends on the antibiotic concentration. This suggests that for the same amount of nutrient,
surviving bacteria grow in di↵erent manners depending on their previous antibiotic stress.
In such cases, the digital analysis is limited as it provides only the binary result of growth
or no growth and lacks of informing on how the colonies proliferate. Therefore, the end-
point measurements was completed with the study of the dynamical response of E.coli to
gentamycin. The impact of an antibiotic stress on the lag time and growth rate was quan-
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tified. The array format of the microfluidic platform allows for the repetition of growth in
identical concentrations such that the variability of the response was measured. Even 3 h
of antibiotic exposure at sub-inhibitory concentration leads to an increase in the lag time
and doubling time as well as their variability.

A very last observation on the particularity of our experiments is the possibility of ap-
plying and removing the antibiotics dynamically. This contrasts with other droplet-based
microfluidic technique or Petri dishes. For instance, in the case of the MDA technology46

presented in the introduction of the manuscript, the antibiotic is encapsulated directly in
the droplets which defines the total amount of antibiotic molecules exposed to the bac-
teria cells. This amount – and consequently the concentration – is likely to vary as the
bacteria population grows. In our case, the antibiotic concentration is maintained by the
continuous flow which renews indefinitely the antibiotic surrounding the bacteria cells. As
the concentration and the time of administration characterises the antibiotic treatment,
this di↵erence can have an impact on the results obtained in our experiments and drug
susceptibility testing made on others droplet-based technologies.46,131
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Chapter 6

Conclusion

The purpose of this PhD project was the parallelization and the assembly of microfluidic
tools previously developed in the lab to explore potential applications in microbiology. In
my opinion, this work led to four main achievements in fluid dynamics, study of bacteria
growth, antibiotics studies and microfluidic technology.

From the fluid dynamics point of view, we demonstrated that the parallelization of mi-
crochannels yields non-trivial flow rates distribution within microfluidic ladder networks.
Beyond the resolution of advection-di↵usion within the same network, this study can be
used for microfluidic process optimisation. For instance, when the droplet production
through step emulsification is parallelized as shown in figure 6.1, the injectors placed on
the side produce not only droplets first, but also at a larger rate which can impede the
homogeneous filling of a 2D chamber with a droplet emulsion. At a larger scale, we can
imagine the use of such resistance network to optimise oil extraction in porous media or
even predict public road tra�c.

Figure 6.1: Parallelisation of droplet production through step emulsification. Scale bar
: 200 µm .

135
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From the bacteria growth point of view, a state of the art on the current opinion on the
bacteria growth mechanism was performed. We made a summary of the main challenge of
modelling bacteria growth and how a stochastic model could be used to investigate biolog-
ical variability within a bacterial population. This summary have required to position the
growth culture conditions on the chip compared to existing techniques. This could form
the foundation for further theoretical developments.

From the antibiotics studies point of view, we identified the main challenges and charac-
teristic parameters for the study of antibiotics on the developed microfluidic chip. We also
demonstrated that the ability of our microfluidic platform to dynamically monitor the an-
tibiotic exposure combined with the possibility of describing the composition of a bacterial
population need a new definition of the MIC as a function of the characteristic parameters.

From the microfluidic technology point of view, we set up the experimental framework for
the parallel culture and observation of bacterial systems in an array of nanoliter droplets.
The main technological characteristics of the developed platform are the easy handling for
droplets production, the ability of extracting droplets and finally the possibility of apply-
ing a concentration gradient with a minimal design and microfabrication footprint. The
automation of the experimental data analysis and the simple handling were very impor-
tant for the chip adoption by other operators. Indeed, this framework will be the starting
point for other PhD projects that will address more fundamental biological questions. For
instance, the platform is now used in the lab to quantify the e�ciency of DNA-transfection
in eukaryotic cells using liposomes.

A technological transfer of the platform outside microfluidics labs would require the inte-
gration of the entire experimental protocol and the results reading in a single instrument,
using the microfluidic chips as disposable cartridges. This would allow to address funda-
mental problems or to perform routine experiments. Fundamental research in microbiology
could benefit from this platform in many areas using one or several of the developed fea-
tures. For example, we could consider its use for the discovery of new in vitro culture
conditions, the study of the emergence of antibiotic resistance, pharmacokinetic studies in
order to establish more e�cient treatment pathways or any other investigations requiring
the measurements of an heterogeneous response to an external stress within a population.

Finally, a broader range of applications can be considered for the developed technology.
With the advent of genome sequencing, the presence of microbial communities has been
highlighted in tremendous amount of environments such as ocean,132 soil rizosphere133

or even human body.134 In all these areas, bacteria species are organised in complex
ecosystems which often play key role functions for their host or environment. Yet, a
huge lack of information remains on the physiological characteristics of these communities
especially for their development and stability135–137 as well as their interaction with the



137

environment. This underscores the increased need for such technologies dedicated to the
investigations of complex microbial ecosystems. The implication of bacteria cells in the
development and the response of our immune system,138–140 skin141 and mental health,142

and even ageing143,144 promise for such technologies important societal and commercial
benefits.
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Appendix A

Numerical resolution of
advection-di↵usion model

Here we give the details of the numerical calculation we perform to solve the advection-
di↵usion equation described in section 2.3 along the inlet channel and between the nodes.
Between node i and i + 1 we have the equation :

Pe Q̃i
ˆC̃

ˆx̃
= ˆ2C̃

ˆỹ2

, (A.1)

with x̃ = x/L and ỹ = y/w, the non-dimensional coordinates, and the Péclet number,

Pe = Q
1

w

DLh
. (A.2)

We divide the x ≠ y plane in a grid of Nx ◊ Ny pixels of a size of ”x ◊ ”y. By indexing the
y-coordinate by j and the x-coordinate by n, the concentration of a grid point is referred by
cn

j . We used a Crank-Nicolson scheme to discretize the equation (A.1), in particular the x-
derivative is estimated on the points (cn

j≠1

, cn
j , cn

j+1

) with the weights (1/12, 5/6, 1/12):
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dx
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and thus,

’j œ [[2; Ny ≠ 1]] ’n œ [[1; Nx ≠ 1]]
(1 ≠ k)cn+1

j+1

+ (10 + 2k)cn+1

j + (1 ≠ k)cn+1

j≠1

= (1 + k)cn
j+1

+ (10 ≠ 2k)cn
j + (1 + k)cn

j≠1

(A.4)

with k = 6”x

Pe ˜Q
i

”y2

.

The boundary condition of no-flux at the walls imposes to create two virtual points on the
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y-grid ’n œ [[1; Nx]] cn
0

= cn
1

and cn
N

y

+1

= cn
N

y

. By applying those two points in (A.4), it
leads to two additional equations :
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Therefore, the discretized system leads to a linear relationship between two consecutive
steps on the x axis:

A
1

Cn+1 = A
2

Cn (A.6)

where Cn =
1
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1
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two square matrix:
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Given the initial concentration profile at the entrance of an inter-nodes channel C1, we can
deduce the concentration profile along the entire channel seciton by solving (A.6) step by
step:

’n œ [[1; Ny]] Cn =
1
A≠1

1

A
2

2n≠1

C1 (A.7)



Appendix B

Experimental Details of Generic
Platform

Here, we provide further data on the experimental setting for the droplet formation in the
generic chip, the biological strains, the culture medium, the PCR and the laser set-up.
Further data on the droplet sizes distribution to support the consistency of the results
shown in section 3.1.

B.1 Droplet formation

For droplet formation, a first syringe (SGE–R Analytical Technologies, 1 mL) containing
fluorinated oil (FC ≠ 40, 3M Fluoroinert) with 0.5% (w/w) pegylated surfactant (008–
FluoroSurfactant, RAN Biotechnologies) was connected to inlet 1 of the microfluidic device.
A second syringe (SGE–R Analytical Technologies, 100 µL) containing the cell suspension
in 1.5% (w/w) low-gelling agarose (Agarose Type IX, Sigma-Aldrich) was connected to
inlet 2, see Fig. 3.2a. The process of droplet formation comprises 3 steps: (i) the chamber
is first entirely filled with oil; (ii) the oil flow is stopped and the cell sample is flown in at
a flow rate of 10 µL/min, eventually filling the microfluidic chamber entirely; and (iii) the
cell sample flow is stopped and a flow of oil pushes the cell sample towards the exit at a
flow rate that increases between 10 and 50 µL/min, creating droplets of the cell sample
immobilised on each trap, see Fig. 3.2b.

The microfluidic chip was then immersed into a water bath to prevent evaporation (cf 3.1.2),
and incubated at 37 ¶C for the duration of the experiment. In the case of agarose droplets,
an additional step was required prior to incubation: the chip was placed at 4 ¶C during
30 minutes to ensure agarose gelification. After 16 hours at 37 ¶C, a very conservative
estimate of the droplet average volume change shows a 12% decrease in volume, with more
than 80% of droplets showing less than a 4% decrease in volume.

141
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Cells

Figure B.1: Bacterial growth in a liquid droplet. Scale bar: 50 µm.

B.2 Bacterial strains, growth and PCR conditions

Four bacterial strains were grown in our device : Bacillus subtilis GM2919,145 Escherichia
coli HB101 K-12 (pGLOTMBacterial Transformation Kit, Biorad), MG1655 K-12 8372110 (a
kind gift from Zeynep Baharoglu and Didier Mazel, UMR3525, Institut Pasteur, Plasticité
du Génome Bactérien, Paris, France) and Pseudomonas fluorescens F113 (a kind gift of
Claire Prigent-Combaret and Sebastien Renoud, UMR 5557, Ecologie Microbienne Lyon).
Cells were grown overnight (180 r.p.m.) in an incubator set at 28¶C for P. fluorescens and
at 37¶C for E. coli and B. subtilis. Luria-Bertani (LB) medium was supplemented with
arabinose 0.2% for E. coli and the relevant antibiotic as follows: gentamycin 25 µg/mL
(P. fluorescens), spectinomycin 100 µg/mL (B. subtilis), ampicillin 100 µg/mL (E. coli).
Cell cultures were harvested in late exponential phase and resuspended to a concentration
of 1.0 · 106 cells/mL or 1.0 · 107 cells/mL, depending on the number of cells expected per
droplets. 15 µL of the cell suspension were mixed with 15 µL of sterile water for liquid
droplets, or with 15 µL of a 3% (w/w) low-melting agarose solution for gel droplets.

PCR amplifications of 16S rRNA genes of E. coli strain were done according to the Taq
polymerase manufacturer (New England Biolabs, Ipswich, MA) in 25 µL using the 1492r
(5’-TACCTTGTTACGACTT ) and the 27f (5’-AGAGTTTGATCCTGGCTCAG) primers.
The amplification cycle consisted in initial step of 5 min at 98¶C; 35 cycles of 10s at 98¶C,
15s at 55¶Cand 1 min at 72¶C; followed by a final elongation step of 2 min at 72¶C. Ex-
tracted droplets were resuspended in 10 µL of sterile water and 5 µL of the suspension
were used as PCR sample.

B.3 Laser Setup

To liquefy the agarose droplets of interest, a continuous infrared laser at ⁄ = 1480 nm
(Fitel Furukawa FOL1424) was mounted on a Nikon TE2000 microscope, such that the laser
beam passes through the microscope’s objective, as described in Cordero et al .146 The laser
position on the microfluidic chip was adjusted in real-time using 2 galvanometric mirrors
(Cambridge Technologies 6210H), controlled by a custom-made LabView program.



Appendix C

Estimator for the length of the
Key

Here we present a method to estimate the length of the Key, k. We use here the method of
moment which is equivalent in this case to the maximum likelihood estimation. Let’s take
a moment of order 1 to estimate k from the data of m, the number of positive droplets.
Let be Xi the random variable that evaluate the presence of K in the droplet i. As in
section 3.2, it is defined by the probability law :

P(Xi = 1) = r
jœK(1 ≠ e≠⁄

j )
P(Xi = 0) = 1 ≠ r

jœK(1 ≠ e≠⁄
j ) (C.1)

Let’s define the function f : R æ R such that

k æ f(k) = Ek[X] =
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jœK
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j ) = (1 ≠ e≠⁄)k with ’j ⁄j = ⁄ (C.2)

Thus, we have k = f≠1 (Ek[X]) and we can define an estimator for k :
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The property 4.1 demonstrated by Marc Ho↵man in Introduction aux méthodes statistique,
Promo 2014 p.81 gives :
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We can therefore, plot the standard deviation for k̂n
d

≠ k as a function of ⁄ for various
concentration and compare it to 1 in order to know the error on k made by the data of
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≠ k) < 1, such that we are sure to have the exact number for k.

As the ⁄i are unknown, we can assume that they are close enough to have P(X = 1) ≥
(1 ≠ e≠⁄)k. By loading two chips with two di↵erent optical densities OD
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the number of positively droplets for chip 1 and 2 respectively. As
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Appendix D

Growth Parameters Correlations

D.1 Cross-plots of growth parameters

Here we present the cross-plots between the main growth parameters where no particular
correlations are found.
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Figure D.1: Cross-plots of the growth parameters for B.Subtilis. No correlation are found
between the presented growth parameters with most of the correlation factors are around
0.

D.2 Sub-population identification

The growth parameters enable not only a mapping of the population members physiological
characteristics but also the discrimination of several sub-populations in the case of bacterial
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interaction or environments leading to growth heterogeneity. Similarly to our study on bac-
teria interaction through the digital analysis (cf section 3.2.3), we loaded P.fluorescens cells
with E.coli pGlo in a generic chip with culture medium. These strain have been chosen
as they are known to have competitive interactions (cf section 3.2.3) that will result in
their growth modification. The objective is to use the dynamical growth parameters of
P.fluorescens to identify droplets where there is a co-localisation with E.coli . Both strains
can synthesise fluorescent proteins (RFP for P.fluorescens and GFP for E.coli ) such that
each strain growth curves are followed independently and we can confirm our results.
P.fluorescens has been loaded with an initial concentration 4 times higher than E.coli con-
centration such that P.fluorescens are present in 1459 and E.coli in 366 droplets with 340
droplets containing both strains.
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Figure D.2: P.fluorescens co-cultivated with E.coli pGlo. a) Histogram of the fi-
nal colony size with the overlapping zone of the two sub-population distributions for
P.fluorescens . b) Histogram of the specific growth rate for P.fluorescens . c) Cross-
plot between the specific growth rate and the final colony size for P.fluorescens with
the clustering result using a hierarchical clustering method with an euclidean distance.
The green circles corresponds to droplets containing solely P.fluorescens , while the blue
circles result from co-localisation of both P.fluorescens and E.coli in the same droplet.

An end-point measurement gives access to solely the distribution of the final size as shown
in figure D.2a. Two peaks are identifiable and indicate the presence of two sub-populations.
The simple method to discriminate the two sub-populations is the use of threshold value
setting the delimitation between co-localisation and single species droplets. Yet, the two
sub-population distributions overlap, which means that an amount of colonies with similar
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final sizes can be either in co-localisation or alone in their droplet, see red stripes zone in
figure D.2a. Although the presence of two sub-populations cannot be similarly observed
on the specific growth rates distribution as shown in figure D.2b, the cross-plot of the final
colony sizes with the specific growth rates exhibits two distinguishable groups of points
(Fig. D.2c) corresponding to the two sub-populations. Using a hierarchical clustering al-
gorithm with an euclidean distance, the two sub-populations are separated such that we
obtain the indexes of wells contained in each sub-population group. Using the two fluo-
rescent signals, we verified afterwards that the blue circles correspond to co-localisation
droplets while the green circles belongs to single species droplets.

We estimate the error made with the threshold technique compared to the clustering of the
growth parameters technique. It results that, for this particular example, 43 droplets were
wrongly addressed by the threshold technique. This means that the threshold technique
is rather accurate. The clustering technique developed above can nevertheless be useful in
more complex or tricky situations, e.g. if the two peaks observed in the final size distribu-
tion are closer, the overlapping region would be larger which yields an increase of the error
made with the threshold technique.

Finally, we used here two-dimensional cross-plot because it was su�cient to separate the
population but any number of growth parameters could have been used and more clusters
could have been sought in more complex environment.
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