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10623 Berlin, Germany
Email: t.kaiser@tu-berlin.de

ABSTRACT

Resolvent analysis is applied to a non-reacting and a react-
ing swirled jet flow. Time-averaged flows as input for the re-
solvent analysis and validation for the results of the resolvent
analysis are obtained by experiments. We show that in the non-
reacting (cold) flow case, the resolvent analysis is capable of pre-
dicting the hydrodynamic response to upstream harmonic acous-
tic forcing if the flow shows low-rank behavior. This is the case
for low and moderate acoustic forcing amplitudes. Even for very
strong acoustic velocity amplitudes, that are of the same order
of magnitude as the flow velocity, the resolvent analysis still pro-
vides reasonable results. The method also yields very good re-
sults for the reacting flow in terms of velocity fluctuation and heat
release response to the acoustic forcing. This confirms the idea
that the resolvent method could be applied to estimate the Flame
Transfer Function based on the mean flow and flame.
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1 INTRODUCTION

In the reactive flow of a combustion engine, the dynamics of
the flow are of immense importance, and can have either bene-
ficial (e.g. mixing and fuel atomization [1, 2]) or negative (e.g.
combustion instabilities [3]) effects. Due to their diversity and
complexity, comprehending their formation process has been a
difficult challenge, not only in reactive flows.

In order to further their understanding, Linear Stability
Analysis (LSA) has been applied to understand the feedback
mechanisms of self-sustained instabilities. This method uses the
time-averaged flow and analyzes the temporal evolution of modal
structures in the flow. Barkley et al. [4] for example showed that
a BiGlobal LSA correctly reproduces the dynamical structures of
the famous von Kédrman vortex street evolving in the wake of a
cylinder. Also for swirling jets — a configuration of special inter-
est to combustion engineers and scientists — local LSAs showed
that the phenomenon of Precessing Vortex Cores (PVCs) is well
reproduced by this analysis (see e.g. Terhaar et al. [5]). Local
approaches, which rely on a parallel flow assumption, however
are hardly applicable to industrial geometries. Tammisola and
Juniper [6] and Kaiser et al. [7] therefore extended the approach
to industrial geometries by applying BiGlobal stability analysis
to swirled industrial injection systems. LSA has been proven to
give valuable insight into the cause and nature of the PVC, as
well as insight into efficient methods for the control of global in-
stabilities. At the same time, the method is numerically cheap in
comparison with large scale flow simulations.

Nevertheless, the method of modal LSA analysis has limits.
While it gives insight into the mechanisms of intrinsic instabili-
ties, the method fails to describe growth and decay of perturba-
tions triggered by external forcing. This effect however is highly
important for many applications (e.g. actuation of coherent fluc-
tuations due to turbulence [8], energy conversion from acoustics
to hydrodynamics [9, 10]). Furthermore, non-modal growth (see
e.g. [8]) is not taken into account in modal LSA.

A promising method which takes these effects into account
is an analysis of the resolvent operator, linearized around the
time-averaged flow. This method was first applied to hydrody-
namics by Trefethen et al. [11], who analyzed non-modal growth
of Poiseuille and Couette flow. Briefly stated, a Singular Value
Decomposition (SVD) of the resolvent operator yields the or-
thonormal basis of optimal forcings, ¥; (left singular vectors),
and their corresponding responses &; (right singular vectors),
where the singular values, ujz, correspond to the gain, for ex-

ample in terms of kinetic energy (L norm; see e.g. Beneddine et
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al. [12]):

y? = 15117
ki1

ey

It was shown by McKeon and Sharma [13], that if one singular
value of the resolvent operator is of significantly higher magni-
tude than the remaining singular values, the respective optimal
response dominates the dynamics around the mean flow. This is
also known as low-rank behavior.

Although the method has proven to yield valuable under-
standing of dynamical structures in various configurations, its
applicability in combustion research and engineering remains an
open topic. Since the method in theory is capable of describing
the dynamics in a system with nothing else as input than the time-
averaged flow quantities, it might not only be capable to describe
fluctuations of the flow, but also of the heat release, if the flame
is properly modeled in the approach. This signifies that instead
of measuring the Flame Transfer Function (FTF) by experimen-
tal [14] or numerical [15, 16] means, this method should be able
to estimate an FTF of a flame, when only the time-average of the
flow is provided. While current analytical models for descrip-
tion of the FTF are based on kinematic descriptions of the flame
(see Fleifil et al. [17] and Schuller et al. [18]) and are restricted
to laminar flames, the proposed approach could also be used for
turbulent flames, similar to what has been done for turbulent non-
reacting jets (Schmidt et al. [19] and Lesshafft et al. [20]). The
FTFs, which describes a flame’s response to acoustic forcing
in terms of heat release fluctuations, can then be used in order
to model thermoacoustic instabilities by closing the Helmholtz
equation (see e.g. Silva et al [21]) or a network model (see e.g.
Schurmanns et al. [22] and Emmert et al. [23]).

In this paper, we apply this analysis method to mean flows
measured in a swirl combustor. In this context, the central ques-
tions addressed in this paper are the following:

1. Provided a given time-averaged flow, does the resolvent
analysis predict the hydrodynamic response of the swirling
jet to acoustic forcing, if the dominant gain, /.112, is of much
higher amplitude than the subdominant gains (low rank re-
quirement)?

2. What are the limits of the approach with respect to fluctua-
tion amplitude? Do non-linear effects in the case of strong
acoustic forcing decrease the magnitude of the dominant
gain, so that the low-rank requirement is no longer met?

3. Is the method applicable to reactive flows? Does it predict
heat release fluctuations?

In order to answer these questions, the swirled injection system
is acoustically excited from the inlet, and the hydrodynamic re-
sponse is measured in the experiment by means of Particle Im-
age Velocimetry (PIV) and OH*-chemiluminescence. The ex-
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FIGURE 1: Sketch of the experimental set-up

perimental set-up and data acquisition technique is described in
Section 2. The mean flow velocities and densitymeasured in the
experiment will serve as a basis for the resolvent analysis, which
is reviewed together with its numerical implementation in Sec-
tion 3. In Section 4, the results of the resolvent analysis are dis-
cussed and validated against the hydrodynamic response which
is measured in the experiment. In the resolvent analysis of the
cold flow case, forcing in both the linear (Section 4.1) and in the
non-linear regime (Section 4.2) is considered. Furthermore, the
results of the resolvent analysis around a reacting-flow are pre-
sented in Section 4.3. Finally, Section 5 concludes the results.

2 Experiment
2.1 Experimental Set-Up

A sketch of the experimental set-up is illustrated in Fig. 1.
The arrangement corresponds to the one described in Oberleith-
ner et al. [24]. The gas enters the test-rig in its upstream plenum
at atmospheric conditions. In the swirl generator, the gas is in-
jected tangentially into the mixing tube, and finally reaches the
combustion chamber. More detailed information on the swirler
geometry is provided in Reichel et al. [25]. Both non-reacting
(air) and reacting flows (methane-air, equivalence ratio 0.7) are
considered. The Reynolds number with respect to the diameter
of the mixing tube is approximately Re ~ 60,000, which corre-
sponds to an air mass flow of 2.78- 10 2kgs ™.

Loudspeakers, which are mounted in the upstream section
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of the test-rig, are used to force the flow by harmonic acoustic
waves. The acoustic forcing is conducted at amplitudes in the
linear regime, i.e. velocity fluctuations below 10% of the bulk
speed, as well as in the non-linear regime of higher amplitudes.

Data Acquisition

Visual access to the combustion chamber is granted by a cir-
cular 200mm quartz glass window. Velocity field, density field
and OH-chemiluminescence measurements are recorded simul-
taneously via two synchronized high speed cameras. PIV mea-
surements yield the velocity fields in the meridional section (see
sketch in Fig. 1). Titanium dioxide seeding particles are illu-
minated by a Quantronix Darwin Duo laser (30 mJ at 1 kHz)
and recorded by a Photron Fastcam SA 1.1 high-speed cam-
era (1 Mpixel at 2.7 kHz double frame). At a frame rate of
2000Hz, 2000 images were recorded for every operating point
(gas composition, excitation frequency and excitation ampli-
tude). The PIV snapshots were analyzed by PIVview (PIVTEC
GmBH) [26]. This software uses standard digital PIV process-
ing [27], which is enhanced by iterative multigrid interrogation
with image deformation [28]. In order to obtain the mean den-
sity fields, the Quantitative Light Sheet (QLS) technique is ap-
plied [29]. In this method, the light intensity signal from the PIV
snapshots is used to calculate the local seeding density, which in
turn allows to estimate the fluid density.

A second synchronized Photron Fastcam SA 1.1 camera
was used to record simultaneously the OH*-chemiluminescence.
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Here, an image intensifier and an optical filter, which restricts
the observed wave lengths to the window between 295 — 340nm,
were applied. The OH" signal recorded with the camera was
phase-averaged with respect to the acoustic actuation signal and
able-deconvoluted in order to get a planar representation of the
heat-release rate fluctuations.

3 Resolvent Analysis
3.1 Theory

A reactive flow can be described by the Navier-Stokes mo-
mentum equation, the continuity equation, and a transport equa-
tion for the internal energy of the fluid. Inserting the triple de-
composition [30] for the velocity, pressure and density,

u=utu+tu,p=p+p+p,p=p+p+p, @

where the overbar denotes the temporal mean, the tilde the co-
herent fluctuation and the prime a stochastic fluctuation, yields a
set of first order governing equations for the coherent structures
around a linearized mean flow. In the low Mach number limit
and in non-dimensional form, this set of equation writes [30,31]:

ﬁ% +P (@ V)U+p (- V)u+p @ V)u+((pu' - V)u')
i

— = ~ 1 ~
—(pu/-V)u/:f—Vp—i—% (Au+3V(V-u)),
3)

5+Vﬁ-ﬁ+Vﬁ-ﬁ+ﬁ(V~ﬁ)+5(V-ﬁ):0, “)

and

~ 1 ~ o~ ~
By .= w25y — - —
p°V.-u+3p-pV u+RePr (pAp +pAp —4VpVp) )
+(V-(pT'W')) =V (pT'W') = 0.

Here, t denotes time, and the Reynolds and the Prandtl numbers
are defined as

UbD \%
Re=——, Pr=-—, (6)
\% a

respectively, where D = 0.034m is the diameter of the mixing
tube, U = 27.4ms™! is the maximum flow speed, Vv is the kine-
matic viscosity, and a corresponds to the thermal diffusivity. The
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vector f in the momentum equation stands for the coherent fluc-
tuations of a body force. While temporal averages are denoted by
an overbar, the angle brackets in the set of Eqns. (3—-5) stand for
a phase average. These terms arise from the non-linear terms in
the momentum and energy equations. Terms 5 and 6 on the Left
Hand Side (LHS) of Eqn. (3) represent stochastic Reynolds stress
fluctuations during the period of the coherent structure [32]. In
this paper, we model the influence of these stochastic terms on
the coherent structures by an eddy viscosity. Since both the ve-
locity fluctuations and the mean velocity fields are known from
experimental measurements, the eddy viscosity can be estimated
by the Boussinesq approximation [33]. Since this yields six eddy
viscosity scalars, one for every independent entry in the Reynolds
stress tensor, the least mean squares eddy viscosity based on all
terms in the stress tensor is estimated and applied:

2 on; . am
(71/!;!,{;- + §K6,‘j) . (ij + T;[)

Quy 4 ow\ (Jm | Im
<(9X] + 3xk> (ax, + Bxk>

Here, for convenience the Einstein notation is applied with the
indices, i, j, k and [. This approach yields a spatially vary-
ing turbulent Reynolds number, which is based on the sum of
molecular viscosity and eddy viscosity. In accordance with vari-
ous strategies in time integration of governing equations of com-
pressible or low Mach number flows (see e.g. Pope [34] and
Poinsot and Veynante [35]), non-vanishing terms involving the
stochastic fluctuations in the energy equation are modeled by a
constant turbulent Prandtl number, which is fixed to 0.9.

Introducing linear operators L, B and P, Eqns. (3-5) can be
rewritten as

Ve =

(N

o o N
Bjt[u,p,P]TZL[u,p,P]T+Pf. (®)

Applying the temporal Fourier transform yields the correspond-
ing equation in frequency space:

i®B[4,p.p]' =L[u,p,p]' +Pf. ©)

The linear operators in Eqn. (9) can be rearranged to provide a

link between the forcing term f and the response to the forcing
[u,5,p]":

U= (ioB—L)"'Pf=NRf. (10)

The resolvent operator, ‘R, therefore yields the solution of the
Linearized Navier-Stokes Equations (LNSE), u, when it is ap-
plied on a given forcing, f. Furthermore, it can be shown (see

Copyright (©2019 by ASME

6102 1990100 90 UO Jasn Sney-usBemsyoA Wi'|qigsioeysIoAun ulueg ni Aq Jpd'G /e L-61-d16/L L 8Y/8G/E66F0Y L/SL L L 0L/10p/ipd-ajoiie/temodsaulqiniseB/Bio-aLuse uoos||0o[e)Bipawse)/Sdly WOl papeojumod



V1 \/‘/
A
U F'\ w- /T )

N SO]ld no- sllp wall 1

x-+

FIGURE 2: Numerical domain and grid for the resolvent analysis

e.g. Sipp et al. [36] or Beneddine et al. [12]) that the right singu-
lar vectors and the left singular vectors of the resolvent operator,
R, correspond to optimal forcings, ®;, and optimal responses,
W, respectively. The energy gain, ,LLJZ», between forcing input and
flow response is evaluated in this study as the ratio between their
respective norms of velocity fluctuations. The response norm
is defined by a volume integral over the entire flow domain Q,
whereas the forcing norm measures only axial velocity forcing
in the inlet boundary plane I" (green line in Fig. 2). This defini-
tion of the gain is written as

~2
drd
]2 _/Q'“' rdrdx
112 - :
||lPJ”f /|ux|2rdr
T

1 () = (an

When one gain at a given frequency is significantly greater than
all remaining values (low-rank condition), then the dynamics
of the LNSE can be appropriately approximated by the opti-
mal forcing/response pair which corresponds to the dominant
gain [12].

3.2 Numerical Implementation

In order to find the pairs of optimal forcing and response de-
fined by the norms in Eqn. (11), the integral form of the linear
operators in Eqn. (10) must be determined. They are obtained by
spatial discretization and integration in the domain of interest.
Both is performed by the software package FreeFEM++ [37,38].
Figure 2 shows the numerical domain with an exemplary grid.
In the region of highest mesh refinement the mesh size is Ax =
0.23mm, which is smaller than the resolution in the PIV data.
Table 1 summarizes the applied boundary conditions for the ve-
locity components in radial, azimuthal and axial directions and
for pressure and density. In order to increase numerical stability,
the Reynolds number is limited by Repax = 5000.

GTP-19-1433 Thomas Ludwig Kaiser

TABLE 1: Boundary conditions for the perturbations; n is the
normal vector on the boundary.

Axis Walls Inlet

radial vel. =0 | 4p=0 | =0 |7 =0
azimuthal vel. | #% =0 | % =0 | 2 =0 | 4 =0
axial vel. 0| u,=0 | %=0|ua=0
pressure %:0 ‘3—;7:0 g—gz p=0
density B_0|®-0| %=0|p=0

A mesh convergence study confirms that results only change
marginally with further refined meshes. The linear operators ar-
ranged in FreeFEM++ are imported into Matlab, where the re-
solvent operator is constructed and the SVD is performed.

4 Results

The experimental measurements yield both the time-
averaged flows as input for the resolvent analysis and the spatio-
temporal structures of the hydrodynamic response of the flow,
which are obtained by an Fast Fourier Transform (FFT) of the
experimental snapshots. The time averages are shown in Fig. 3
for the unperturbed cold flow and for the reacting flow case. The
mean density field of the latter is displayed in Fig. 4. In both
cases, vortex breakdown occurs, marked by an inversion of the
flow direction on the jet axis. Nevertheless, the flow is sub-
critical with respect to the PVC, and no coherent self-sustained
instabilities occur. Note here that in agreement with previous
studies (e.g. Oberleithner et al. [39]), we assume that the mean
flow in azimuthal direction can be neglected, since the forcing of
the jet is axisymmetric. The azimuthal mean velocity is therefore
set to Oms ™.

In the following, we address the central questions of this
paper. In Section 4.1 the resolvent analysis is tested for small
acoustic forcing amplitudes. Subsequently, in order to test the
applicability limits of the approach, we repeat the analysis for
high forcing amplitudes in Section 4.2. And finally, the reacting
flow will be examined via resolvent analysis. We expect here,
that the method is able to reproduce the hydrodynamic response,
but that the heat release fluctuations cannot be predicted, since no
interaction between flow and reaction rate is taken into account.

4.1 Resolvent Analysis in the Linear Regime

The focus of the resolvent analysis in this section is on the
effect of acoustic forcing on vortex shedding in a swirling jet in
the linear regime. It is therefore assumed that the influence of

Copyright (©2019 by ASME

6102 1990100 90 UO Jasn Sney-usBemsyoA Wi'|qigsioeysIoAun ulueg ni Aq Jpd'G /e L-61-d16/L L 8Y/8G/E66F0Y L/SL L L 0L/10p/ipd-ajoiie/temodsaulqiniseB/Bio-aLuse uoos||0o[e)Bipawse)/Sdly WOl papeojumod



(b) Reactive flow

FIGURE 3: Velocity and eddy viscosity fields based on experimental PIV measurements for the cold flow case and the reactive case

P
Pmin Pmax

FIGURE 4: Mean density field for the same reactive flow as
shown in Fig. 3b

the coherent structures on the time-averaged flow (via modula-
tion of the Reynolds stress tensor) and on the eddy viscosity is
small enough to be neglected. Hence, both the time-averaged
velocities and the thereupon based eddy viscosity obtained from
the unforced flow, which are shown in Fig. 3a, serve as input for
the resolvent analysis in this section. The results of the resolvent
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FIGURE 5: Resolvent analysis in the linear regime: the four
highest resolvent gains p? versus the experimental turbulent ki-
netic energy at the forcing frequency; dominant gain (——) and
subdominant gains (- - -)

analysis, i.e. the dominant optimal response, will be validated
against FFT of time-resolved PIV snapshots. These snapshots
were taken when the flow was simultaneously acoustically forced
by a harmonic signal.
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FIGURE 6: Velocity fields of the dominant optimal response, as obtained in the resolvent analysis in the linear regime (upper half plane)
versus FFT of experimental PIV snapshots (lower half plane). Various frequencies are forced acoustically. The first row shows the radial
velocity perturbation fields and the second row shows the axial velocity perturbation fields.

Figure 5 shows the four highest gains in the spectrum of the
resolvent analysis. The graph demonstrates that one gain is dom-
inant for all frequencies of interest, i.e. the pulsation frequen-
cies in the experiment, which are indicated by the vertical lines
in Fig. 5. We can therefore assume that the low-rank require-
ment is met and it is sufficient to focus on the dominant optimal
response alone, while sub-dominant optimal response structures
with lower gains may be neglected.

The optimal responses based on the resolvent analysis are
compared in Fig. 6 to the measured Fourier modes. The acous-
tic velocity amplitudes range from u, /u, = 4% to u, /u, = 9.6%
(The respective acoustic velocity amplitudes are also noted in
Fig. 6 above the respective plots). The first row shows the radial
velocity, while the second row displays the axial velocity com-
ponent. The resolvent results are given in the upper half-plane,
i.e. above the solid black lines, while the experimental results are
shown in the lower half-planes. Especially at high frequencies,
the experimental coherent structures are very well reproduced by
the dominant optimal response obtained from resolvent analysis.
At low frequencies, minor deviations occur, which are especially
visible in the radial velocity component.

One explanation for the minor deviations between resolvent
analysis and experimental Fourier modes could be caused by

GTP-19-1433 Thomas Ludwig Kaiser

fluctuating swirl (see e.g. Palies et al. [40]): we assume that
the azimuthal mean velocity component has no significant effect,
when the forcing of the flow is axisymmetric. However, swirl
fluctuations, caused by the acoustic perturbation at the swirl gen-
erator upstream of the chamber, could impose an additional forc-
ing. This effect would be included in the experimental Fourier
modes, it is however currently not taken into account by the re-
solvent analysis.

Schimek et al. [41] measured swirl fluctuations in a differ-
ent burner setup. They showed that the fluctuations are large at
low frequencies and decrease at high frequencies. This is in line
with the assumption that at low frequencies the swirl fluctuations
should be taken into account to improve even more the results of
the resolvent analysis.

4.2 Resolvent Analysis in the Non-Linear Regime
The results in the previous section showed that in the lin-
ear regime, the resolvent analysis predicts with high accuracy
the coherent hydrodynamic structures that couple to the acous-
tic forcing. As it is well known, for strong forcing, non-linear
effects become non-negligible and it must be verified if the lin-
ear approach yields accurate predictions. One non-linear effect
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FIGURE 7: Resolvent Analysis in the non-linear regime: dom-
inant (@) and first three subdominant gains (x). The lines corre-
spond to the linear gains, also shown in Fig. 5

is the modulation of the mean flow due to the Reynolds stresses
caused by the hydrodynamic structures. In order to take this ef-
fect into account in the resolvent analysis, it is not performed on
the unperturbed time-averaged flow, i.e. the flow illustrated in
Fig. 3a, but on the time-average of the acoustically forced flows.
Changes in the field of eddy viscosity however are neglected here
and the eddy viscosity field of the unforced flow is applied.

Figure 7 displays the resolvent gains for the four actuation
frequencies that were used in the experiment. The plot shows that
the strong acoustic perturbation has led to a significant saturation
at all frequencies, such that the flow is less receptive to additional
perturbation in comparison with the linear case. Since also the
gain of the subdominant structures appears to be decreased by the
strong forcing, the low-rank assumption still holds. Therefore,
we expect that the experimental Fourier mode shapes are still
well reproduced by the leading optimal response.

The velocity fields of the dominant optimal response in the
non-linear regime are depicted in Fig. 8, together with the cor-
responding experimental Fourier modes. The coherent struc-
tures seen in the experimental velocity fields are reproduced with
good accuracy by the resolvent analysis. Considering the very
high acoustic velocity forcing amplitudes, which range between
46.5% and 68.6% of the bulk velocity, this agreement is quite
remarkable.

In an attempt to stretch the linear resolvent analysis beyond
its limit of validity, the experimental flow was finally forced
with the maximal acoustic amplitude provided by our appara-
tus, which corresponds to 108% of the bulk speed at @; = 0.76.
The resolvent analysis in this case yields a leading gain of
p? ~ 1.09 - 10%, while the second highest gain is of u3 = 887.
Therefore, the low-rank requirement appears to be met also at

) = 0.76
Uy /up = 46.5%

o =1.57
Uy /up = 68.6%

w3 =2.09
Uy /up = 57.9%

g = 2.46
uy/up = 51.4%

Umax,r

=)
Ur

~Umax,r
Umax,z

—Umax,z

FIGURE 8: Velocity fields of the dominant optimal response as obtained in the resolvent analysis in the non-linear regime, versus FFT
of experimental PIV snapshots. The arrangement is the same as in Fig. 6

GTP-19-1433 Thomas Ludwig Kaiser

Copyright ©2019 by ASME

610 18q0jo0 90 UO Jasn sney-uabemsy|oA wi'jqigsioessaaun ulieg ni Aq ypd G/ L-61-d16/1L 1L8728S5/€667¥0Y L/SLL L 0L/10PAPd-8oIE/ IeMOdsBUIqIN}SEB/B10"sWse  uooa||0ole)BIpawWSE//:sdly woly papeojumod



uy Uy
—Umax,z Umax,; —Umax,z Umax,z
EET
3 |[Resolvent
2
! ’
Q
= 0
-1

-

»

FIGURE 9: Dominant optimal response based on resolvent anal-
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FIGURE 10: Resolvent analysis in the linear regime of the react-
ing flow: the four highest resolvent gains u? versus the experi-
mental turbulent kinetic energy at the forcing frequency; domi-
nant gain (—) and subdominant gains (- - -)

these very high forcing amplitudes. Fig. 9 compares the domi-
nant optimal response to the corresponding experimental Fourier
modes. Despite a slightly underestimated wave length, which is
best seen in the radial component, the spatial shapes of the coher-
ent structures overall match. This was not expected considering
the strong acoustic forcing.

4.3 Resolvent Analysis in Reacting Flows

Finally, the resolvent analysis is applied to a forced reacting
flow, the mean flow of which is depicted in Fig. 3b and Fig. 4.
The forcing amplitude is comparably low and we therefore as-
sume that the flow shows a linear response to the acoustic forc-
ing. The gains u? for the linear case are shown in Fig. 10. Again
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one dominant gain value stands out, while the subdominant gains
are significantly lower. As in the cases analyzed above, this
demonstrates that the system is of low rank, and the dominant
optimal response of the resolvent analysis is hence expected to
accurately describe the experimental Fourier modes.

The perturbation fields of the dominant optimal response are
again shown alongside experimentally measured Fourier modes
in Fig. 11. The Fourier mode shapes of radial velocity are re-
produced with decent accuracy by the resolvent analysis. The
same holds for the axial components at the lower frequencies. At
o = 2.46, the discrepancies between the linear model and the ex-
perimental measurement have become quite marked. Concerning
the fields of density fluctuation, the numerical results correspond
surprisingly well to the experimental OH* measurements. It may
reasonably be assumed that without linearization of the reaction
chemistry, the linear approach would not be able to capture the
heat release fluctuations. Yet, especially at the lower frequen-
cies, the density fluctuation obtained from the resolvent analysis
agrees well with the OH*-chemiluminiescence fluctuations. Note
here that a phase difference of 7/2 between the density fluctua-
tions and the OH* fluctuations was assumed.

5 CONCLUSION

Resolvent analysis is applied to the flow field of a swirl-
stabilized combustor, which is acoustically forced from up-
stream, in cold flow as well as in reacting operating con-
ditions. Experimental measurements provide both the time-
averaged flows, which serve as input for the resolvent analysis,
and the validation basis for its results, i.e. the dynamic response
to acoustic actuation.

It is shown that for low acoustic excitation in the linear
regime, the flow shows low-rank behavior, i.e. the hydrody-
namic response of the flow is captured by the dominant optimal
response obtained from resolvent analysis. As a consequence,
the dominant optimal response shows very good agreement with
the Fourier modes of time-resolved experimental PIV snapshots.
The results in the linear regime confirm the conclusion of McK-
eon and Sharma [13] that in the case of low rank behavior the
dominant optimal response based on the resolvent analysis gov-
erns the dynamic response of the flow.

Furthermore, the resolvent analysis is tested in the non-
linear regime, i.e. with very high acoustic velocity amplitudes
corresponding to between 46.5% and 68.6% of the bulk veloc-
ity. It was demonstrated that the high forcing amplitudes caused
a decrease in relative difference between the dominant and the
first subdominant gains, which however still remained signifi-
cant. Therefore, a comparison between the dominant optimal
response and the experimental Fourier modes still showed good
agreement at these high forcing amplitudes. In order to test the
limits of the resolvent analysis in this configuration, the method
is furthermore applied to the highest possible forcing amplitude
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FIGURE 11: Velocity and density fields of the dominant optimal response as obtained in the resolvent analysis in the reacting case,
versus FFT of experimental PIV snapshots. The arrangement is the same as in Fig. 6. The third row shows the density fluctuation versus
the experimental OH* measurements. Note here that a phase angle of /2 between the OH* measurements and the density was assumed.

of 108% of the bulk velocity. As both the dominant and the high-
est subdominant gains are decreased by the increased acoustic
forcing levels, the flow still meets the low-rank condition. In this
study, high forcing amplitudes never caused the low-rank condi-
tion to break down. A slight underestimation of the wave length
in the optimal response suggests, however, that the approach is
close to its application limit concerning the actuation amplitude.
Nevertheless, the optimal response still compares favorably with
the experimental Fourier modes, perhaps surprisingly so, in the
presence of such strong acoustic forcing.

Finally, a reacting swirled flow is subject to the resolvent
analysis. We show that in this case the leading gain is domi-
nant over a wide range of frequencies. Considering the linear
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regime, the velocity components of the dominant optimal re-
sponse obtained by a resolvent analysis around the unperturbed
mean flow agree well with the experimental observations. Al-
though no chemistry model is included in the resolvent analy-
sis, the density fluctuations display a remarkable resemblence to
Fourier modes of the OH*-chemiluminescence fluctuation at low
frequencies. Our results suggest that, in this configuration, the
flame response to acoustic forcing at low frequencies is domi-
nated by hydrodynamic mechanisms, and that reaction chemistry
is not significantly involved in the instability dynamics. The last
conclusion of this proof of concept therefore is that the resolvent
analysis is well applicable to reacting flows.

As a consequence of the successful proof of concept, this
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paper underlines the capabilities of resolvent analysis and its po-
tential for the combustion and gas-turbine community. As a sub-
sequent step, a reaction model could be included in the linearized
equations. This was recently done - however for laminar flames
- by Avdonin et al. [42]. Extending this approach to turbulent
flames might increase the quality of prediction of heat release
fluctuations of the swirl flame. In this paper, it was demonstrated,
that the resolvent analysis predicts the dynamic structures of the
flow, but not their amplitude. Taking this into account would be
a second logical next step in order to predict the entirety of the
flow response to acoustic forcing and therefore to calculate FTFs
from mean flow data.
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